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Abstract

We analyze the overconvergent cohomology modules introduced by Ash and Stevens, apply-

ing them to construct eigenvarieties for fairly general reductive groups. We then establish

several instances of p-adic Langlands functoriality for these eigenvarieties, and we use these

functorialities to give evidence for a precise conjecture relating trianguline Galois representa-

tions to overconvergent cohomology classes. Our main technical innovations are a family of

universal coefficients spectral sequences for overconvergent cohomology and a generalization

of Chenevier’s interpolation theorem.



Contents

1 Introduction 1

1.1 A curious prime . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Families of modular forms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.3 This thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.4 Notation and terminology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2 Background material 8

2.1 Symmetric spaces and Hecke operators . . . . . . . . . . . . . . . . . . . . . . 9

2.2 Locally analytic modules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.3 Slope decompositions of modules and complexes . . . . . . . . . . . . . . . . . 19

3 Overconvergent cohomology 22

3.1 Basic results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3.2 Finite-slope eigenpackets and non-critical classes . . . . . . . . . . . . . . . . 28

3.3 The spectral sequences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

4 The geometry of eigenvarieties 35

4.1 Fredholm hypersurfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

4.2 Eigenvariety data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4.3 Eigenvariety data from overconvergent cohomology . . . . . . . . . . . . . . . 38

4.4 The support of overconvergent cohomology modules . . . . . . . . . . . . . . 40

4.5 Eigenvarieties at noncritical interior points. . . . . . . . . . . . . . . . . . . . 43

4.6 General linear groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

i



CONTENTS ii

5 p-adic Langlands functoriality 47

5.1 An interpolation theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

5.2 Refinements of unramified representations . . . . . . . . . . . . . . . . . . . . 53

5.3 Some quaternionic eigencurves . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

5.4 A symmetric square lifting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

5.5 A Rankin-Selberg lifting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

6 A modularity conjecture for trianguline Galois representations 61

6.1 The conjecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

6.2 Compatibility with Fontaine-Mazur . . . . . . . . . . . . . . . . . . . . . . . . 66

6.3 Evidence for two-dimensional Galois representations . . . . . . . . . . . . . . 66

6.4 Evidence for three-dimensional Galois representations . . . . . . . . . . . . . . 67

6.5 Evidence for four-dimensional Galois representations . . . . . . . . . . . . . . 68

A Some commutative algebra 69



CONTENTS iii

Acknowledgments

First and foremost, I’m extremely grateful to my advisor, Avner Ash, for his invaluable

suggestions, sage advice, patient readings of preliminary drafts, and overall kindness and

generosity. I’m grateful to Glenn Stevens for explaining the utility of slope decompositions

to me, for kindly encouraging me to work on overconvergent cohomology, and for generally

serving as a second advisor. I’m also grateful to Ben Howard for detailed remarks on an

earlier draft of this thesis, and for teaching me the value of a simple counterexample.

During the development of the material presented here, I enjoyed stimulating conver-

sations with Joël Bellaïche, Kevin Buzzard, Giovanni Di Matteo, James Newton, Jay Pot-

tharst, and especially Barry Mazur and Jack Thorne; it’s a pleasure to acknowledge the help

and influence of all these mathematicians. I’m especially grateful to Jack for his extremely

careful reading of an earlier draft of this thesis.

I’ve benefited enormously from the guidance of several exceptional mentors over the

years, particularly Susan Cooper, Sophia Gershman, Jeffrey Hoffstein, and Steven J. Miller.

These wonderful teachers guided and encouraged me at times when, in hindsight, I needed

guidance most crucially, and I wouldn’t be here now if not for their selfless efforts.

Finally, words cannot express my gratitude to my parents for all their unconditional love

and support.



CONTENTS iv

For my parents.



Chapter 1

Introduction

1.1 A curious prime

The prime number 691 appears in four unusual places.

1. The rational number ζ(−11) is divisible by 691, where ζ(s) =
∑∞

n=1 n−s is the Riemann

zeta function; more precisely,

ζ(−11) =
691

23 · 32 · 5 · 7 · 13 .

2. Let K denote the number field Q(ζ691). Then there is a Galois extension L/K which

is cyclic of degree 691 and unramified everywhere, and such that a ∈ Gal(K/Q) #
(Z/691Z)× acts on x ∈ Gal(L/K) # Z/691Z through the automorphism x $→ a−11x.

3. If τ(n) is defined by the formal equality
∑∞

n=1 τ(n)qn = q
∏∞

n=1(1 − qn)24, then the

congruence τ(p) ≡ p11 + 1mod 691 hold for all primes p.

4. Setting L(s, ∆) =
∑∞

n=1 τ(n)n−s, we have

L(11, ∆)

L(9, ∆)
=

23 · 32

691
π2.

As the reader may have guessed, there is no coincidence here. In fact, any one of these

results implies the other three. The equivalence 1. ⇔ 3. was observed by Ramanujan as

1



CHAPTER 1. INTRODUCTION 2

a consequence of the basic theory of modular forms, while 2. ⇒ 1. is a classic result of

Herbrand. The implication 1. ⇒ 2. lies much deeper and was discovered by Ribet in the late

’70s. Aside from appealing to a great deal of 20th century algebra and algebraic geometry,

Ribet’s proof crucially relies on the fact that the function
∑
τ(n)qn is a modular form.

Recall that a modular form of weight k ≥ 1 and level N is a holomorphic function on the

open upper half-plane h = {z = x + iy, y > 0} which satisfies the transformation law

f

(
az + b

cz + d

)
= (cz + d)kf(z) for all

(
a b

c d

)

∈ Γ1(N)

and doesn’t grow “too quickly” near the boundary of h; here Γ1(N) consists of those matrices

in SL2(Z) with lower row ≡ (0, 1)mod N . Let Mk(N) denote the finite-dimensional C-vector

space of modular forms of weight k and level N . Note that since

(
1 1

0 1

)

∈ Γ1(N), any

modular form has a Fourier expansion

f(z) =
∑

n≥0

an(f)qn, q = e2πiz.

(The absence of negative terms in this sum follows from the growth condition on f .) Hecke,

following an idea of Mordell, constructed a family of commuting operators acting on Mk(N)

and indexed by primes; these operators are traditionally denoted Tl for l ! N and Ul for

l|N . An element f ∈ Mk(N) is a normalized eigenform if a1(f) = 1 and if f is a common
eigenvector of all the Hecke operators, say with Tlf = λl(f)f . If f is a normalized eigen-

form, a pleasant calculation with the definition of the Hecke operators shows that in fact

λl(f) = al(f); furthermore, a fundamental theorem of Shimura asserts that the coefficients

an(f) are algebraic integers which simultaneously lie in a single finite-degree extension of

Q. This remarkable property is the tip of the iceberg concerning the arithmetic properties

of normalized eigenforms and more general automorphic representations.

1.2 Families of modular forms

Our story really begins with an amazing theorem of Hida and Coleman (Col97, Hid86).

Theorem. Fix a prime p with p|N , and let f ∈ Mk0(N) be a normalized eigenform. If
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vp(ap(f)) < k0 − 1, there is a p-adic disk Uf ⊂ Zp containing k0 together with a collection

Cf = {an(x)}n≥0 of analytic functions on Uf valued in a finite extension of Qp such that

for any integer k ∈ Uf ∩ Z≥2, the specialization of the formal q-series

fx(q) =
∑

n≥0

an(x)qn

at x = k is a normalized eigenform of weight k and level N , with fk0 = f . Furthermore the

data of Uf and Cf is unique, possibly up to shrinking Uf .

We refer to the formal series fx(q) as the Coleman family of f ; the notation is meant

to suggest that fx is a “p-adic deformation” of f . This theorem raises several immediate

questions:

Q1. What do we mean by “analytic functions” on Uf?

Q2. Does the formal series fx(q) have any intrinsic meaning for noninteger points x ∈
Uf?

Q3. There is a great deal of redundancy among the Coleman families of distinct modular

forms: for example, if k ∈ Uf∩Z≥2, then f ′ = fk is a normalized eigenform, and the Coleman

families of f and f ′ tautologically overlap. Is there any order to be found in the disorder of
these overlaps?

A1. The only possible thing: a function represented by a convergent power series.

A2. Yes: it is the q-expansion of an overconvergent modular eigenform of weight x.

A3. Yes. Before explaining this, we need to shift slightly our perspective on one aspect

of the picture. Rather than recording the weight as an integer, it is better for a number of

reasons to record the weight and the p-part of the character of f simultaneously as a point

in the weight space

W = Homcts(Z
×
p ,Gm).

More precisely, given a modular form f of weight k, level N , and character χ : (Z/NZ)× →
C×, we may factor χ as χpχp, and we map f to the point wf in W corresponding to the

character wf (x) = xk−1χp(x). The object W is our first example of a rigid analytic space.

Rigid analytic geometry, as conceived by Tate and developed by a number of mathematicians

(with the most significant contributions due to Bartenwerfer, Bosch, Conrad, Gerritzen,

Grauert, Guntzer, Kiehl, Lutkebohmert, Raynaud, Remmert, and Temkin), is an amazing

nonarchimedean analogue of complex manifold theory. When N = 1, Coleman and Mazur



CHAPTER 1. INTRODUCTION 4

proved the following theorem, with Buzzard treating the case of arbitrary level (Buz07,

CM98).

Theorem (Coleman-Mazur, Buzzard). There is a reduced, equidimensional rigid

analytic curve C = C (N) together with a morphism w : C (N) → W and global sections

Up ∈ O(C ), Tl ∈ O(C ) for all l ! Np , such that:

i. The morphism w has discrete fibers.

ii. The points x ∈ w−1(λ) in the fiber over a fixed weight λ ∈ W are in bijection with

overconvergent modular eigenforms of weight λ.

iii. If fx is an overconvergent modular eigenform corresponding to a point x ∈ C , the

eigenvalue of Tl (resp. Up) acting on fx equals the image Tl(x) (resp. Up(x)) of Tl (resp.

Up) in the residue field of the stalk OC ,x.

iv. If f is a classical normalized eigenform, with xf ∈ C the associated point, then

w(xf ) = wf . If furthermore vp(af (p)) < k − 1, then there is an open neighborhood U of

xf ∈ C such that w|U : U → W is a homeomorphism onto its image and Tl|U = al ◦ w.

This construction and the ideas driving it have been vastly generalized by a number of

authors, resulting in a whole universe of eigenvarieties.

1.3 This thesis

In this thesis we accomplish three tasks:

• Using overconvergent cohomology, we give a construction of eigenvarieties associated

with an arbitrary connected, reductive Q-group G such that G/Qp is split, and we

prove some basic structural results on their geometry (Theorems 4.3.3 and 4.5.1).

• We establish a flexible, axiomatic framework for comparing different constructions on

eigenvarieties on the same group, and for interpolating Langlands functoriality maps

into morphisms of eigenvarieties (Theorems 5.1.2 and 5.1.5), applying it to construct

p-adic analogues of the symmetric square lift (Theorem 5.4.1) and the Rankin-Selberg

lift (Theorem 5.5.1).

• We formulate a generalization of the Fontaine-Mazur-Langlands conjecture which en-

compasses trianguline Galois representations (Conjecture 6.1.2) and give some signif-
icant evidence for it (Theorems 6.1.3-6.1.5).
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For groups such that Gder(R) is either compact or has a discrete series, our constructions

mostly reduce to those of previous authors, and our driving goal is the development of

techniques for treating groups satisfying neither of these hypotheses. This was our initial

stimulus for studying overconvergent cohomology, a beautifully simple construction intro-

duced by Stevens (Ste94) and developed by Ash-Stevens (AS08). Our motivations for work-

ing in this generality are both philosophical and practical. Philosophically speaking, p-adic

automorphic forms seem to play as fundamental a role in number theory as classical au-

tomorphic forms, and it’s imperative to avoid any restrictice hypotheses on the underlying

groups. Practically speaking, it’s natural to construct p-adic L-functions by pairing overcon-

vergent cohomology classes with cycles in homology, in analogy with integral representations

of classical L-functions; it’s essential to work with R-split and even Q-split groups in this

context.

Our main technical result is a pair of spectral sequences which play the role of a universal

coefficients theorem for overconvergent cohomology (Theorem 3.3.1). We also introduce

an axiomatic notion of “eigenvariety datum” (Definition 4.2.1); in contrast with Buzzard’s

“eigenvariety machine”, we shift the emphasis from systems of Banach modules over weight

space to coherent sheaves over Fredholm hypersurfaces. This shift was very important

psychologically in the development of our ideas: our most interesting results (e.g. Theorems
4.4.1, 5.1.5, 5.5.1, 6.1.5) all make use of the technique of “analytic continuation along a

Fredholm hypersurface”.

1.4 Notation and terminology

Our notation and terminology is mostly standard. In nonarchimedian functional analysis

and rigid analytic geometry we follow (BGR84). If M and N are Qp-Banach spaces, we

write L(M,N) for the space of continuous Qp-linear maps between M and N ; the operator

norm
|f | = sup

m∈M, |m|M≤1
|f(m)|N

makes L(M,N) into a Banach space. If (A, | • |A) is a Banach space which furthermore is

a commutative Noetherian Qp-algebra whose multiplication map is (jointly) continuous, we

say A is a Qp-Banach algebra. An A-module M which is also a Banach space is a Banach

A-module if the structure map A×M → M extends to a continuous map A⊗̂QpM → M ,
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or equivalently if the norm on M satisfies |am|M ≤ C|a|A|m|M for all a ∈ A and m ∈ M

with some fixed constant C. For a topological ring R and topological R-modules M,N ,

we write LR(M,N) for the R-module of continuous R-linear maps f : M → N . When

A is a Banach algebra and M,N are Banach A-modules, we topologize LA(M,N) via its

natural Banach A-module structure. We write BanA for the category whose objects are

Banach A-modules and whose morphisms are elements of LA(−,−). If I is any set and A

is a Banach algebra, we write cI(A) for the module of sequences a = (ai)i∈I with |ai|A → 0;

the norm |a| = supi∈I |ai|A gives cI(A) the structure of a Banach A-module. If M is any

Banach A-module, we say M is orthonormalizable if M is isomorphic to cI(A) for some I

(such modules are called “potentially orthonormalizable” in (Buz07)).

If A is an affinoid algebra, then SpA, the affinoid space associated with A, denotes the

locally G-ringed space (MaxA,OA) where MaxA is the set of maximal ideals of A endowed

with the Tate topology and OA is the extension of the assignment U $→ AU , for affinoid

subdomains U ⊂ MaxA with representing algebras AU , to a structure sheaf on MaxA. If X

is an affinoid space, we write O(X) for the coordinate ring of X, so A # O(SpA). If A is

reduced we equip A with the canonical supremum norm. If X is a rigid analytic space, we

write OX for the structure sheaf and O(X) for the ring of global sections of OX . Given a

point x ∈ X, we write mx for the corresponding maximal ideal in OX(U) for any admissible
affinoid open U ⊂ X containing x, and k(x) for the residue field OX(U)/mx; OX,x denotes

the local ring of OX at x in the Tate topology, and ÔX,x denotes the mx-adic completion of

OX,x. A Zariski-dense subset S of a rigid analytic space X is very Zariski-dense if for any

connected affinoid open U ⊂ X, either U ∩ S = ∅ or U ∩ S is Zariski-dense in U .

In homological algebra our conventions follow (Wei94). If R is a ring, we write K?(R),

? ∈ {+,−, b, ∅} for the homotopy category of ?-bounded R-module complexes and D?(R)

for its derived category.

We normalize the reciprocity maps of local class field theory so uniformizers map to

geometric Frobenii. If π is an irreducible admissible representation of GLn(F ) for a nonar-

chimedian local field F , we write rec(π) for the Frobenius-semisimple Weil-Deligne repre-

sentation associated with π via the local Langlands correspondence, normalized as in Harris

and Taylor’s book. For p the prime with respect to which things are -adic, we fix an al-

gebraic closure Qp and an isomorphism ι : Qp
∼→ C. If f =

∑∞
n=1 af (n)qn ∈ Sk(Γ1(N))

is a classical newform, we write Vf,ι (or sometimes Vf ) for the two-dimensional semisimple

Qp-linear representation of GQ characterized by the equality ιtrFrob#|Vf,ι = af (') for all
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' ! Np.



Chapter 2

Background material

Throughout the remainder of this thesis, unless otherwise mentioned, G denotes a connected,

reductive Q-group and p denotes a prime such that G = G×SpecQSpecQp is split and admits

a split Borel pair (B,T ). The group G spreads out to a group scheme (also denoted G) over

SpecZp with reductive special fiber, and we may assume that B and T are defined over Zp

as well. Set X∗ = Hom(T,Gm) and X∗ = Hom(Gm, T ), and let Φ, Φ+ and Φ− be the sets

of roots, positive roots, and negative roots respectively, for the Borel B. We write X∗
+ for

the cone of B-dominant weights; ρ ∈ X∗ ⊗Z
1
2Z denotes half the sum of the positive roots.

We write B for the opposite Borel, N and N for the unipotent radicals of B and B, and

I for the Iwahori subgroup

I = {g ∈ G(Zp)with g mod p ∈ B(Z/pZ)} .

For any integer s ≥ 1, set B
s

=
{
b ∈ B(Zp), b ≡ 1 in G(Z/psZ)

}
, N

s
= N(Zp) ∩ B

s and

T s = T (Zp) ∩B
s, so the Iwahori decomposition reads I = N

1 · T (Zp) · N(Zp). We also set

Is
0 =
{
g ∈ I, g mod ps ∈ B(Z/psZ)

}

and

Is
1 =
{
g ∈ I, g mod ps ∈ N(Z/psZ)

}
.

Note that Is
1 is normal in Is

0 , with quotient T (Z/psZ). Finally, we set Is = I∩ker {G(Zp)→ G(Z/psZ)}.

8
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We define semigroups in T (Qp) by

T+ =
{
t ∈ T (Qp), tN

1
t−1 ⊆ N

1
}

and

T++ =

{

t ∈ T (Qp),
∞⋂

i=1

tiN
1
t−i = {1}

}

.

A simple calculation shows that t ∈ T (Qp) is contained in T+ (resp. T++) if and only if

vp(α(t)) ≤ 0 (resp. vp(α(t)) < 0) for all α ∈ Φ+. Using these semigroups, we define a

semigroup of G(Qp) by ∆ = IT+I. The Iwahori decompsition extends to ∆: any element

g ∈ ∆ has a unique decomposition g = n◦(g)t(g)n(g) with n◦ ∈ N
1, t ∈ T+, n ∈ N(Zp).

There is a canonical group homomorphism σ : T (Qp) → T (Zp) which splits the inclusion

T (Zp) ⊂ T (Qp), and we set Λ = T+ ∩ kerσ and Λ+ = T++ ∩ kerσ.

2.1 Symmetric spaces and Hecke operators

In this section we set up our conventions for the homology and cohomology of local systems

on locally symmetric spaces. Following (AS08), we compute homology and cohomology using

two different families of resolutions: some extremely large “adelic” resolutions which have

the advantage of making the Hecke action transparent, and resolutions with good finiteness

properties constructed from simplicial decompositions of the Borel-Serre compactifications

of locally symmetric spaces.

Resolutions and complexes

Let G/Q be a connected reductive group with center ZG. Let G(R)◦ denote the connected

component of G(R) containing the identity element, with G(Q)◦ = G(Q) ∩G(R)◦. Fix a

maximal compact subgroup K∞ ⊂ G(R) with K◦
∞ the connected component containing the

identity, and let Z∞ = ZG(R). Given an open compact subgroup Kf ⊂ G(Af ), we define

the locally symmetric space of level Kf by

Y (Kf ) = G(Q)\G(A)/Kf K◦
∞Z∞.
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This is a possibly disconnected Riemannian orbifold. By strong approximation there is a

finite set of elements γ(Kf ) = {xi, xi ∈ G(Af )} with

G(A) =
∐

xi∈γ(Kf )

G(Q)◦G(R)◦xiKf .

Defining Z(Kf ) = ZG(Q) ∩Kf and Γ(xi) = G(Q)◦ ∩ xiKfx−1
i , we have a decomposition

Y (Kf ) = G(Q)\G(A)/Kf K◦
∞Z∞ #

∐

xi∈γ(Kf )

Γad(xi)\D∞,

where D∞ = G(R)◦/K◦
∞Z∞ is the symmetric space associated with G and Γad(xi) ∼=

Γ(xi)/Z(Kf ) denotes the image of Γ(xi) in the adjoint group. If N is any left Kf -module,

the double quotient

Ñ = G(Q)\ (D∞ ×G(Af )×N) /Kf

naturally gives rise to a local system on Y (Kf ), which is trivial unless Z(Kf ) acts trivially

on N . Set DA = D∞ ×G(Af ), and let C•(DA) denote the complex of singular chains on

DA endowed with the natural action of G(Q) × G(Af ). If M and N are right and left

Kf -modules, respectively, we define the complexes of adelic chains and adelic cochains by

Cad
• (Kf ,M) = C•(DA)⊗Z[G(Q)×Kf ] M

and

C•
ad(Kf , N) = HomZ[G(Q)×Kf ](C•(DA), N),

and we define functors H∗(Kf ,−) and H∗(Kf ,−) as their cohomology.

Proposition 2.1.1. There is a canonical isomorphism

H∗(Y (Kf ), Ñ ) # H∗(Kf , N) = H∗(C•
ad(Kf , N)).

Proof. Let C•(D∞)(xi) denote the complex of singular chains on D∞, endowed with

the natural left action of Γ(xi) induced from the left action of G(Q)◦ on D∞; since D∞ is

contractible, this is a free resolution of Z in the category of Z[Γ(xi)]-modules. Let N(xi)

denote the left Γ(xi)-module whose underlying module is N but with the action γ ·xi n =
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x−1
i γxi|n. Note that the local system Ñ(xi) obtained by restricting Ñ to the connected

component Γ(xi)\D∞ of Y (Kf ) is simply the quotient Γ(xi)\ (D∞ ×N(xi)). Setting

C•
sing(Kf , N) = ⊕iHomZ[Γ(xi)](C•(D∞)(xi), N(xi)),

the map D∞ → (D∞, xi) ⊂ DA induces a morphism x∗
i = Hom(C•(DA), N) → Hom(C•(D∞), N),

which in turn induces an isomorphism

⊕ix
∗
i : C•

ad(Kf , N)
∼→ ⊕iHomΓ(xi)(C•(D∞)(xi), N(xi)),

and passing to cohomology we have

H∗(C•
ad(Kf , N)) # ⊕iH

∗(Γ(xi)\D∞, Ñ (xi))

# H∗(Y (Kf ), Ñ )

as desired. !

When Γ(xi) is torsion-free for each xi ∈ γ(Kf ), we choose a finite resolution F•(xi) →
Z → 0 of Z by free left Z[Γ(xi)]-modules of finite rank as well as a homotopy equivalence

F•(xi)
fi

"
gi

C•(D∞)(xi). We shall refer to the resolution F•(xi) as a Borel-Serre resolution;

the existence of such resolutions follows from taking a finite simplicial decomposition of the

Borel-Serre compactification of Γ(xi)\D∞. (BS73) Setting

C•(Kf , N) = ⊕iF•(xi)⊗Z[Γ(xi)] M(xi)

and

C•(Kf , N) = ⊕iHomZ[Γ(xi)](F•(xi), N(xi)),

the maps fi, gi induce homotopy equivalences

C•(Kf ,M)
f∗
"
g∗

Cad
• (Kf ,M)

and

C•(Kf , N)
g∗

"
f∗

C•
ad(Kf ,M).
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We refer to the complexes C•(Kf ,−) and C•(Kf ,−) as Borel-Serre complexes, and we refer

to these complexes together with a fixed set of homotopy equivalences {fi, gi} as augmented

Borel-Serre complexes. When the Γ(xi)’s are not torsion-free but M is uniquely divisible

as a Z-module, we may still define C•(Kf ,M) in an ad hoc manner by taking the Kf/K ′
f -

coinvariants of C•(K ′
f ,M) for some sufficiently small normal subgroup K ′

f ⊂ Kf .

Hecke operators

A Hecke pair consists of a monoid ∆ ⊂ G(Af ) and a subgroup Kf ⊂ ∆ such that Kf and

δKf δ−1 are commensurable for all δ ∈ ∆. Given a Hecke pair and a commutative ring R, we

write T(∆,Kf )R for the R-algebra generated by the double coset operators Tδ = [Kf δKf ]

under convolution.1

Suppose M is a right R[∆]-module. The complex C•(DA) ⊗Z[G(Q)] M receives a right

∆-action via (σ ⊗ m)|δ = σδ ⊗ mδ, and Cad
• (Kf ,M) is naturally identified with the Kf -

coinvariants of this action. Given any double coset KfδKf =
∐

j δjKf , the action defined

on pure tensors by the formula

(σ ⊗m) · [Kf δKf ] =
∑

j

(σ ⊗m)|δj

induces a well-defined algebra homomorphism

ξ : T(∆,Kf )R → EndCh(R)(C
ad
• (Kf ,M)).

This action induces the usual Hecke action defined by correspondences on homology. Set
T̃ = g∗ ◦ ξ(T ) ◦ f∗ ∈ EndCh(R)(C•(Kf ,M)). The map

ξ̃ : T(∆,Kf )R
T +→T̃ !! EndCh(R)(C•(Kf ,M)) # EndK(R)(C•(Kf ,M))

is a well-defined ring homomorphism, since g∗ ◦ ξ(T1) ◦ f∗ ◦ g∗ ◦ ξ(T2) ◦ f∗ is homotopic to

g∗ ◦ ξ(T1T2) ◦ f∗. Note that any individual lift T̃ is well-defined in EndCh(R)(C•(Kf ,M)),

but if T1 and T2 commute in the abstract Hecke algebra, T̃1T̃2 and T̃2T̃1 will typically only

commute up to homotopy.
1The ring structure on T(∆, Kf )R is nicely explained in §3.1 of (Shi94).
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Likewise, if N is a left R[∆]-module, the complex HomZ[G(Q)](C•(DA), N) receives a

natural ∆-action via the formula δ|φ = δ · φ(σδ), and C•
ad(Kf , N) is naturally the Kf -

invariants of this action. The formula

[Kf δKf ] · φ =
∑

j

δj |φ

yields an algebra homomorphism ξ : T(∆,Kf )R → EndR(C•
ad(Kf , N)) which induces the

usual Hecke action on cohomology, and f∗ ◦ ξ ◦ g∗ defines an algebra homomorphism

T(∆,Kf )R → EndK(R)(C
•(Kf ,M)). It is extremely important for us that these Hecke

actions are compatible with the duality isomorphism

HomR(C•(Kf ,M), P ) # C•(Kf ,HomR(M,P )),

where P is any R-module.
We shall be mostly concerned with the following Hecke algebras. For I, Λ and ∆ as

above, set A+
p = T(∆, I)Qp . For any t ∈ T+, the double coset operator Ut = [ItI] defines an

element of A+
p , and the map Λ 4 t $→ Ut ∈ A+

p extends to a commutative ring isomorphism

Qp[Λ]
∼→ A+

p∑
ctt $→

∑
ctUt.

The operators Ut = [ItI] are invertible in the full Iwahori-Hecke algebra T(G(Qp), I)Qp

(IM65), and we define the Atkin-Lehner algebra Ap as the commutative subalgebra of

T(G(Qp), I)Qp generated by elements of the form Ut and U−1
t for t ∈ Λ. There is a natural

ring isomorphism Ap # Qp[T (Qp)/T (Zp)], though note that t · T (Zp) typically corresponds

to the operator Ut1U
−1
t2 where t1, t2 ∈ Λ are any elements with with t1t

−1
2 ∈ t · T (Zp). A

controlling operator is an element of Ap of the form Ut for t ∈ Λ+.

Fix an open compact subgroup Kp ⊂ G(Ap
f ). We say Kp is unramified at a prime ' 5= p

if G/Q# is unramified and Kp
# = Kp ∩G(Q#) is a hyperspecial maximal compact subgroup

of G(Q#), and we say Kp is ramified otherwise. Let S = S(Kp) denote the finite set of

places where Kp is ramified, and set Kp
S = Kp ∩

∏
#∈S G(Q#), so Kp admits a product
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decomposition Kp = Kp
S

∏
#/∈S Kp

# . We mainly work with the (commutative) Hecke algebras

Tp(Kp) =
′⊗

#/∈S(Kp)

T(G(Q#),K
p
# )Qp ,

T+(Kp) = A+
p ⊗Tp(Kp),

T(Kp) = Ap ⊗Tp(Kp).

In words, T(Kp) takes into account the prime-to-p spherical Hecke operators together with

the Atkin-Lehner operators at p; we write TG(Kp) if we need to emphasize G. We also set

Tram(Kp) = T
(∏

#∈S G(Q#),K
p
S

)
.

2.2 Locally analytic modules

For each s ≥ 1 fix an analytic isomorphism ψs : Zd
p # N

s, d = dimN .2

Definition. If R is any Qp-Banach algebra and s is a positive integer, the module

A(N
1
, R)s of s-locally analytic R-valued functions on N

1
is the R-module of continuous

functions f : N
1 → R such that

f (xψs(z1, . . . , zd)) : Zd
p → R

is given by an element of the d-variable Tate algebra Td,R = R 〈z1, . . . , zd〉 for any fixed

x ∈ N
1
.

Letting ‖•‖Td,R
denote the canonical norm on the Tate algebra, the norm ‖f(xψs)‖Td,R

depends only on the image of x in N
1
/N

s, and the formula

‖f‖s = sup
x∈N

1 ‖f(xψs)‖Td,R

defines a Banach R-module structure on A(N
1
, R)s, with respect to which the canonical

inclusion A(N
1
, R)s ⊂ A(N

1
, R)s+1 is compact.

Given a tame level group Kp ⊂ G(Ap
f ), let Z(KpI) be the p-adic closure of Z(KpI)

in T (Zp). The weight space of level Kp is the rigid analytic space W = WKp over Qp

2Use the homomorphisms xα : Uα → Ga together with the product decomposition N "
Q

α∈Φ−
Uα for α

in some fixed ordering.
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such that for any Qp-affinoid algebra A, Hom(SpA,WKp) represents the functor which as-

sociates with A the set of p-adically continuous characters χ : T (Zp) → A× trivial on

Z(KpI). It’s not hard to check that W is the rigid space associated with the formal scheme

SpfZp[[T (Zp)/Z(KpI)]] via Raynaud’s generic fiber functor (cf. §7 of (dJ95)). Given an

admissible affinoid open Ω ⊂ W , we write χΩ : T (Zp) → O(Ω)× for the unique character it

determines. We define s[Ω] as the minimal integer such that χΩ|T s[Ω] is analytic. For any

integer s ≥ s[Ω], we make the definition

As
Ω = {f : I → O(Ω), f analytic on each Is − coset, f(gtn) = χΩ(t)f(g)∀n ∈ N(Zp), t ∈ T (Zp), g ∈ I} .

By the Iwahori decomposition, restricting an element f ∈ As
Ω to N

1 induces an isomorphism

As
Ω # A(N

1
,O(Ω))s

f $→ f |
N

1,

and we regard As
Ω as a Banach O(Ω)-module via pulling back the Banach module structure

on A(N(Zp),O(Ω))s under this isomorphism. The rule (f |γ)(g) = f(γg) gives As
Ω the

structure of a continuous right O(Ω)[I]-module. More generally, the formula

δ 0 (nB(Zp)) = δn◦δ−1σ(δ), n ∈ N
1 # I/B(Zp) and δ ∈ T+

yields a left action of ∆ on I/B(Zp) which extends the natural left translation action by I

(cf. §2.5 of (AS08)) and induces a right ∆-action on As
Ω which we denote by f 0 δ, f ∈ As

Ω.

For any δ ∈ T++, the image of the operator δ 0 − ∈ LO(Ω)(A
s
Ω,As

Ω) factors through the

inclusion As−1
Ω ↪→ As

Ω, and so defines a compact operator on As
Ω. The Banach dual

Ds
Ω = LO(Ω)(A

s
Ω,O(Ω))

# LO(Ω)(A(N
1
,Qp)

s⊗̂QpO(Ω),O(Ω))

# LQp(A(N
1
,Qp)

s,O(Ω))

inherits a dual left action of ∆, and the operator − 0 δ for δ ∈ T++ likewise factors through

the inclusion Ds+1
Ω ↪→ Ds

Ω.
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We define an ind-Banach module

AΩ = lim
s→∞

As
Ω

where the direct limit is taken with respect to the natural compact, injective transition

maps As
Ω → As+1

Ω . Note that AΩ is topologically isomorphic to the module of O(Ω)-valued

locally analytic functions on N
1, equipped with the finest locally convex topology for which

the natural maps As
Ω ↪→ AΩ are continuous. The ∆-actions on As

Ω induce a continuous

∆-action on AΩ. Set

DΩ = {µ : AΩ → O(Ω), µ is O(Ω)− linear and continuous} ,

and topologize DΩ via the coarsest locally convex topology for which the natural maps

DΩ → Ds
Ω are continuous. In particular, the canonical map

DΩ → lim
∞←s

Ds
Ω

is a topological isomorphism of locally convex O(Ω)-modules, and DΩ is compact and

Fréchet. Note that the transition maps Ds+1
Ω → Ds

Ω are injective, so DΩ = ∩s.0D
s
Ω.

Suppose Σ ⊂ Ω is a Zariski closed subspace; by Corollary 9.5.2/8 of (BGR84), Σ arises

from a surjection O(Ω) # O(Σ) with O(Σ) an affinoid algebra. We make the definitions

Ds
Σ = Ds

Ω ⊗O(Ω) O(Σ) and DΣ = DΩ ⊗O(Ω) O(Σ).

Proposition 2.2.1. There are canonical topological isomorphisms Ds
Σ # LO(Ω)(A

s
Ω,O(Σ))

and DΣ # LO(Ω)(AΩ,O(Σ)).

Proof. Set aΣ = ker(O(Ω) → O(Σ)), so O(Σ) # O(Ω)/aΣ. The definitions immediately

imply isomorphisms

Ds
Σ # LO(Ω)(A

s
Ω,O(Ω))/aΣLO(Ω)(A

s
Ω,O(Ω))

# LO(Ω)(A
s
Ω,O(Ω))/LO(Ω)(A

s
Ω, aΣ),

so the first isomorphism will follow if we can verify that the sequence

0 → LO(Ω)(A
s
Ω, aΣ)→ LO(Ω)(A

s
Ω,O(Ω)) → LO(Ω)(A

s
Ω,O(Σ))
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is exact on the right. Given a Qp-Banach space E, write b(E) for the Banach space of

bounded sequences {(ei)i∈N, supi∈N |ei|E < ∞}. Choosing an orthonormal basis of A(N(Zp),O(Ω))s

gives rise to an isometry LO(Ω)(A
s
Ω, E) # b(E) for E any Banach O(Ω)-module. Thus we

need to show the surjectivity of the reduction map b(O(Ω)) → b(O(Σ)). Choose a presen-

tation O(Ω) = Tn/bΩ, so O(Σ) = Tn/bΣ with bΩ ⊆ bΣ. Quite generally for any b ⊂ Tn, the

function

f ∈ Tn/b $→ ‖f‖b = inf f̃∈f+b

∥∥∥f̃
∥∥∥

Tn

defines a norm on Tn/b. By Proposition 3.7.5/3 of (BGR84), there is a unique Banach

algebra structure on any affinoid algebra. Hence for any sequence (fi)i∈N ∈ b(O(Σ)), we

may choose a bounded sequence of lifts (f̃i)i∈N ∈ b(Tn); reducing the latter sequence modulo

bΩ, we are done.

Taking inverse limits in the sequence we just proved to be exact, the second isomorphism

follows. !

Suppose λ ∈ X∗
+ ⊂ W(Qp) is a dominant weight for B, with Lλ the corresponding

irreducible left G(Qp)-representation of highest weight λ. We may realize Lλ explicitly as

Lλ(L) =
{
f : G → L algebraic, f(n′tg) = λ(t)f(g) for n′ ∈ N, t ∈ T, g ∈ G

}

with G acting by right translation. The function fλ(g) defined by fλ(n′tn) = λ(t) on the big

cell extends uniquely to an algebraic function on G, and is the highest weight vector in Lλ.
For g ∈ G(Qp) and h ∈ I, the function fλ(gh) defines an element of Lλ ⊗ Aλ, and pairing

it against µ ∈ Dλ defines a map iλ : Dλ → Lλ which we notate suggestively as

iλ(µ)(g) =

∫
fλ(gh)µ(h).

The map µ $→ iλ(µ)(g) satisfies the following intertwining relation for γ ∈ I:

γ · iλ(µ)(g) = iλ(µ)(gγ)

=

∫
fλ(gγn

◦)µ(n◦)

=

∫
fλ(n

◦g)(γ · µ)(n◦)

= iλ(γ · µ)(g).
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The case of GLn/Qp

We examine the case when G/Qp # GLn/Qp. We choose B and B as the upper and lower

triangular Borel subgroups, respectively, and we identify T with diagonal matrices. The

splitting σ is canonically induced from the homomorphism

Q×
p → Z×

p

x $→ p−vp(x)x.

Since T (Zp) # (Z×
p )n, we canonically identify a character λ : T (Zp) → R× with the n-tuple

of characters (λ1, . . . ,λn) where

λi : Z×
p → R×

x $→ λ ◦ diag(1, . . . , 1︸ ︷︷ ︸
i−1

, x, 1, . . . , 1).

Dominant weights are identified with characters λ = (λ1, . . . ,λn) with λi(x) = xki for

integers k1 ≥ k2 ≥ · · · ≥ kn.

We want to explain how to “twist away” one dimension’s worth of weights in a canonical

fashion. For any λ ∈ W , a simple calculation shows that the 0-action of ∆ on As
λ is given

explicitly by the formula

(f 0 δ)(x) = λ(σ(t(δ))t(δ)−1t(δx))f(n(δx)), δ ∈ ∆, x ∈ N
1
, f ∈ A(N

1
, k(λ))s.

Given 1 ≤ i ≤ n, let mi(g) denote the determinant of the upper-left i-by-i block of g ∈ GLn.

For any g ∈ ∆, a pleasant calculation left to the reader shows that

t(g) = diag(m1(g),m1(g)−1m2(g), . . . ,m−1
i (g)mi+1(g), . . . ,mn−1(g)−1detg).

In particular, writing λ0 = (λ1λ−1
n ,λ2λ−1

n , . . . ,λn−1λ−1
n , 1) yields a canonical isomorphism

As
λ # As

λ0 ⊗ λn(det ·|det |p)

of ∆-modules, and likewise for Ds
λ.

In the case of GL2 we can be even more explicit. Here ∆ is generated by the center of
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G(Qp) and by the monoid

Σ0(p) =

{

g =

(
a b

c d

)

∈ M2(Zp), c ∈ pZp, a ∈ Z×
p , ad− bc 5= 0

}

.

Another simple calculation shows that the center of G(Qp) acts on As
λ through the character

z $→ λ(σ(z)), while the monoid Σ0(p) acts via

(g · f)(x) = (λ1λ
−1
2 )(a + bx)λ2(det g|det g|p)f

(
c + dx

a + bx

)
, f ∈ A(N

1
, k)s,

(
1

x 1

)

∈ N
1
,

(almost) exactly as in (Ste94).

Remarks. There are some subtle differences between the different modules we have de-

fined. The assignment Ω $→ AΩ describes a presheaf over W , and the modules As
Ω are

orthonormalizable. On the other hand, the modules Ds
Ω are not obviously orthonormaliz-

able, and DΩ doesn’t obviously form a presheaf. There are alternate modules of distributions

available, namely D̃s
Ω = Lk(A(N

1
,Qp)s,Qp)⊗̂QpO(Ω) and D̃Ω = lim←s D̃s

Ω, equipped with

suitable actions such that there is a natural O(Ω)[∆]-equivariant embedding D̃Ω ↪→ DΩ.

The modules D̃s
Ω are orthonormalizable, and D̃Ω forms a presheaf over weight space, but of

course is not the continuous dual of AΩ. Despite these differences, the practical choice to

work with one module or the other is really a matter of taste: for any λ ∈ Ω(Qp), there are

isomorphisms

DΩ ⊗O(Ω) O(Ω)/mλ # D̃Ω ⊗O(Ω) O(Ω)/mλ # Dλ,

and in point of fact the slope-≤ h subspaces of H∗(Kp,DΩ) and H∗(Kp, D̃Ω), when they

are defined, are canonically isomorphic as Hecke modules, as we show in Proposition 3.1.6

below. One of our goals is to demonstrate the feasibility of working successfully with the

modules DΩ by treating the dual modules AΩ on an equal footing.

2.3 Slope decompositions of modules and complexes

Here we review the very general notion of slope decomposition introduced in (AS08). Let

A be a Qp-Banach algebra, and let M be an A-module equipped with an A-linear endo-

morphism u : M → M (for short, “an A[u]-module”). Fix a rational number h ∈ Q≥0.
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We say a polynomial Q ∈ A[x] is multiplicative if the leading coefficient of Q is a unit in

A, and that Q has slope ≤ h if every edge of the Newton polygon of Q has slope ≤ h.

Write Q∗(x) = xdeg QQ(1/x). An element m ∈ M has slope ≤ h if there is a multiplicative

polynomial Q ∈ A[T ] of slope ≤ h such that Q∗(u) ·m = 0. Let M≤h be the set of elements

of M of slope ≤ h; according to Proposition 4.6.2 of loc. cit., M≤h is an A-submodule of M .

Definition 2.3.1. A slope-≤ h decomposition of M is an A[u]-module isomorphism

M # M≤h ⊕M>h

such that M≤h is a finitely generated A-module and the map Q∗(u) : M>h → M>h is an

A-module isomorphism for every multiplicative polynomial Q ∈ A[T ] of slope ≤ h.

The following proposition summarizes the fundamental results on slope decompositions.

Proposition 2.3.2 (Ash-Stevens):

a) Suppose M and N are both A[u]-modules with slope-≤ h decompositions. If ψ : M → N is

a morphism of A[u]-modules, then ψ(M≤h) ⊆ N≤h and ψ(M>h) ⊆ N>h; in particular,

a module can have at most one slope-≤ h decomposition. Furthermore, kerψ and imψ

inherit slope-≤ h decompositions. Given a short exact sequence

0 →M → N → L→ 0

of A[u]-modules, if two of the modules admit slope-≤ h decompositions then so does

the third.

b) If C• is a complex of A[u]-modules, all with slope-≤ h decompositions, then

Hn(C•) # Hn(C•
≤h)⊕Hn(C•

>h)

is a slope-≤ h decomposition of Hn(C•).

Proof. This is a rephrasing of (a specific case of) Proposition 4.1.2 of (AS08). !

Suppose now that A is a reduced affinoid algebra, M is an orthonormalizable Banach

A-module, and u is a compact operator. Let

F (T ) = det(1− uT )|M ∈ A[[T ]]
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denote the Fredholm determinant for the u-action on M . We say F admits a slope-≤ h

factorization if we can write F (T ) = Q(T ) ·R(T ) where Q is a multiplicative polynomial of

slope ≤ h and R(T ) ∈ A[[T ]] is an entire power series of slope > h. Theorem 3.3 of (Buz07)

guarantees that F admits a slope-≤ h factorization if and only if M admits a slope-≤ h

decomposition. Furthermore, given a slope-≤ h factorization F (T ) = Q(T )·R(T ), we obtain

the slope-≤ h decomposition of M upon setting M≤h = {m ∈ M |Q∗(u) · m = 0}, and M≤h

in this case is a finite flat A-module upon which u acts invertibly.3 Combining this with

Theorem 4.5.1 of (AS08) and Proposition 2.3.1, we deduce:

Proposition 2.3.3. If C• is a bounded complex of orthonormalizable Banach A[u]-

modules, and u acts compactly on the total complex ⊕iCi, then for any x ∈ Max(A) and

any h ∈ Q≥0 there is an affinoid subdomain Max(A′) ⊂ Max(A) containing x such that the

complex C•⊗̂AA′ of A′[u]-modules admits a slope-≤ h decomposition, and (C•⊗̂AA′)≤h is a

complex of finite flat A′-modules.

Proposition 2.3.4. If M is an orthonormalizable Banach A-module with a slope-≤ h

decomposition, and A′ is a Banach A-algebra, then M⊗̂AA′ admits a slope-≤ h decomposi-

tion and in fact

(M⊗̂AA′)≤h # M≤h ⊗A A′.

Proposition 2.3.5. If N ∈ BanA is finite and M ∈ BanA is an A[u]-module with a

slope-≤ h decomposition, the A[u]-modules M⊗̂AN and LA(M,N) inherit slope-≤ h decom-

positions.

Proof. This is an immediate consequence of the A-linearity of the u-action and the fact

that −⊗̂AN and LA(−, N) commute with finite direct sums. !

If A is a field and M is either an orthonormalizable Banach A-module or the cohomology

of a complex of such, then M admits a slope-≤ h decomposition for every h, and if h < h′

there is a natural decomposition

M≤h′ # M≤h ⊕ (M>h)≤h′

and in particular a projection M≤h′ →M≤h. We set M fs = lim∞←h M≤h.

3Writing Q∗(x) = a + x · r(x) with r ∈ A[x] and a ∈ A×, u−1 on M≤h is given explicitly by −a−1r(u).
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Overconvergent cohomology

Fix a connected, reductive group G/Q with G/Qp split. For any tame level group Kp ⊂
G(Ap

f ), we abbreviate H∗(KpI,−) by H∗(Kp,−), and likewise for cohomology.

3.1 Basic results

In this section we establish some foundational results on overconvergent cohomology. These

results likely follow from the formalism introduced in Chapter 5 of (AS08), but we give

different proofs. We use the notations introduced in §2.1-§2.3.

Fix an augmented Borel-Serre complex C•(Kp,−) = C•(KpI,−). Fix an element t ∈ Λ+,

and let Ũ = Ũt denote the lifting of Ut = [ItI] to an endomorphism of the complex C•(Kp,−)

defined in §2.1. Given a connected admissible open affinoid subset Ω ⊂ WKp and any integer

s ≥ s[Ω], the endomorphism Ũt ∈ EndO(Ω)(C•(Kp,As
Ω)) is compact; let

F s
Ω(X) = det(1−XŨt)|C•(K

p,As
Ω) ∈ O(Ω)[[X]]

denote its Fredholm determinant. We say (Ut, Ω, h) is a slope datum if C•(Kp,As
Ω) admits

a slope-≤ h decomposition for the Ũt action for some s ≥ s[Ω].

Proposition 3.1.1. The function F s
Ω(X) is independent of s.

Proof. For any integer s ≥ s[Ω] we write Cs
• = C•(Kp,As

Ω) for brevity. By construction,
the operator Ũt factors into compositions ρs ◦ Ǔt and Ǔt ◦ ρs+1 where Ǔt : Cs

• → Cs−1
• is

22
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continuous and ρs : Cs−1
• → Cs

• is compact. Now, considering the commutative diagram1

Cs
•

Ǔt !!

Ũt

""

Cs−1
•

ρs

##!!
!
!!

!
!!

Ũt

""
Cs
•

Ǔt

!! Cs−1
•

we calculate

det(1−XŨt)|Cs
• = det(1−Xρs ◦ Ǔt)|Cs

•

= det(1−XǓt ◦ ρs)|Cs−1
•

= det(1−XŨt)|Cs−1
• ,

where the second line follows from Lemma 2.7 of (Buz07), so F s
Ω(X) = F s−1

Ω (X) for all

s > s[Ω]. !

Proposition 3.1.2. The slope-≤ h subcomplex C•(Kp,As
Ω)≤h, if it exists, is indepen-

dent of s. If Ω′ is an affinoid subdomain of Ω, then the restriction map As
Ω → As

Ω′ induces

a canonical isomorphism

C•(K
p,As

Ω)≤h ⊗O(Ω) O(Ω′) # C•(K
p,As

Ω′)≤h

for any s ≥ s[Ω].

Proof. Since F s
Ω(X) is independent of s, we simply write FΩ(X). Suppose we are

given a slope-≤ h factorization FΩ(X) = Q(X) · R(X); by the remarks in §2.3, setting

C•(Kp,As
Ω)≤h = ker Q∗(Ũt) yields a slope-≤ h decomposition of C•(Kp,As

Ω) for any s ≥
s[Ω]. By Proposition 2.3.1, the injection ρs : C•(Kp,As−1

Ω ) ↪→ C•(Kp,As
Ω) gives rise to a

canonical injection

ρs : C•(K
p,As−1

Ω )≤h ↪→ C•(K
p,As

Ω)≤h

for any s > s[Ω]. The operator Ũt acts invertibly on C•(Kp,As
Ω)≤h, and its image factors

through ρs, so ρs is surjective and hence bijective. This proves the first claim.
1The importance of drawing diagrams like this seems to have first been realized by Hida; they have since

been used extensively by Stevens and others.
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For the second claim, by Proposition 2.3.3 we have

C•(K
p,As

Ω)≤h ⊗O(Ω) O(Ω′) #
(
C•(K

p,As
Ω)⊗̂O(Ω)O(Ω′)

)
≤h

# C•(K
p,As

Ω′)≤h,

so the result now follows from the first claim. !

Proposition 3.1.3. Given a slope datum (Ut, Ω, h) and an affinoid subdomain Ω′ ⊂ Ω,

there is a canonical isomorphism

H∗(K
p,As

Ω)≤h ⊗O(Ω) O(Ω′) # H∗(K
p,As

Ω′)≤h

for any s ≥ s[Ω].

Proof. Since O(Ω′) is O(Ω)-flat, the functor − ⊗O(Ω) O(Ω′) commutes with taking the

homology of any complex of O(Ω)-modules. Thus we calculate

H∗(K
p,As

Ω)≤h ⊗O(Ω) O(Ω′) # H∗ (C•(K
p,As

Ω)≤h)⊗O(Ω) O(Ω′)

# H∗
(
C•(K

p,As
Ω)≤h ⊗O(Ω) O(Ω′)

)

# H∗ (C•(K
p,As

Ω′)≤h)

# H∗(K
p,As

Ω′)≤h,

where the third line follows from Proposition 2.3.4. !

Proposition 3.1.4. Given a slope datum (Ut, Ω, h), the complex C•(Kp,AΩ) and the

homology module H∗(Kp,AΩ) admit slope-≤ h decompositions, and there is an isomorphism

H∗(K
p,AΩ)≤h # H∗(K

p,As
Ω)≤h

for any s ≥ s[Ω]. Furthermore, given an affinoid subdomain Ω′ ⊂ Ω, there is a canonical

isomorphism

H∗(K
p,AΩ)≤h ⊗O(Ω) O(Ω′) # H∗(K

p,AΩ′)≤h.
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Proof. For any fixed s ≥ s[Ω], we calculate

C•(K
p,AΩ) # lim

→
s′

C•(K
p,As′

Ω)

# lim
→
s′

C•(K
p,As′

Ω)≤h ⊕C•(K
p,As′

Ω)>h

# C•(K
p,As

Ω)≤h ⊕ lim
→
s′

C•(K
p,As′

Ω)>h

with the third line following from Proposition 3.1.2. The two summands in the third line

naturally form the components of a slope-≤ h decomposition, so passing to homology yields

the first sentence of the proposition, and the second sentence then follows immediately from

Proposition 2.3.3. !

We’re now in a position to prove the subtler cohomology analogue of Proposition 3.1.4.

Proposition 3.1.5. Given a slope datum (Ut, Ω, h) and a rigid Zariski-closed subset

Σ ⊂ Ω, the complex C•(Kp,DΣ) and the cohomology module H∗(Kp,DΣ) admit slope-≤ h

decompositions, and there is an isomorphism

H∗(Kp,DΣ)≤h # H∗(Kp,Ds
Σ)≤h

for any s ≥ s[Ω]. Furthermore, given an affinoid subdomain Ω′ ⊂ Ω, there are canonical

isomorphisms

C•(Kp,DΩ)≤h ⊗O(Ω) O(Ω′) # C•(Kp,DΩ′)≤h

and

H∗(Kp,DΩ)≤h ⊗O(Ω) O(Ω′) # H∗(Kp,DΩ′)≤h.

Proof. By a topological version of the duality stated in §2.1, we have a natural isomor-

phism

C•(Kp,Ds
Σ) = C•(Kp,LO(Ω)(A

s
Ω,O(Σ)))

# LO(Ω)(C•(K
p,As

Ω),O(Σ))

for any s ≥ s[Ω]. By assumption, C•(Kp,As
Ω) admits a slope-≤ h decomposition, so we
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calculate

C•(Kp,Ds
Σ) # LO(Ω)(C•(K

p,As
Ω),O(Σ))

# LO(Ω)(C•(K
p,As

Ω)≤h,O(Σ))

⊕LO(Ω)(C•(K
p,As

Ω)>h,O(Σ)).

By Proposition 3.1.2, passing to the inverse limit over s in this isomorphism yields a slope-

≤ h decomposition of C•(Kp,DΣ) together with a natural isomorphism

C•(Kp,DΣ)≤h # C•(Kp,Ds
Σ)≤h # LO(Ω)(C

•(Kp,As
Ω)≤h,O(Σ))

for any s ≥ s[Ω]. This proves the first sentence of the proposition.

For the second sentence, we first note that since C•(Kp,As
Ω)≤h is a complex of finite

O(Ω)-modules, the natural map

LO(Ω)(C•(K
p,As

Ω)≤h,O(Ω)) → HomO(Ω)(C•(K
p,As

Ω)≤h,O(Ω))

is an isomorphism by Lemma 2.2 of (Buz07). Next, note that if R is a commutative ring,

S is a flat R-algebra, and M,N are R-modules with M finitely presented, the natural map

HomR(M,N)⊗R S → HomS(M ⊗R S,N ⊗R S) is an isomorphism. With these two facts in

hand, we calculate as follows:

C•(Kp,DΩ)≤h ⊗O(Ω) O(Ω′) # HomO(Ω)(C•(K
p,As

Ω)≤h,O(Ω)) ⊗O(Ω) O(Ω′)

# HomO(Ω′)(C•(K
p,As

Ω)≤h ⊗O(Ω) O(Ω′),O(Ω′))

# HomO(Ω′)(C•(K
p,As

Ω′)≤h,O(Ω′))

# C•(Kp,DΩ′)≤h,

where the third line follows from Proposition 2.3.3. Passing to cohomology, the result follows

as in the proof of Proposition 3.1.3. !

Recall from the end of §2.2 the alternate module of distributions D̃Ω. For completeness’s

sake, we sketch the following result.

Proposition 3.1.6. If the complexes C•(Kp, D̃Ω) and C•(Kp,DΩ) both admit slope-≤ h
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decompositions for the Ũt-action, the natural map D̃Ω → DΩ induces an isomorphism

H∗(Kp, D̃Ω)≤h # H∗(Kp,DΩ)≤h.

Proof. The morphism f : D̃Ω → DΩ induces a morphism φ : C•(Kp, D̃Ω)≤h →
C•(Kp,DΩ)≤h. Choose an arbitrary weight λ ∈ Ω(Qp); since

DΩ ⊗O(Ω) O(Ω)/mλ # D̃Ω ⊗O(Ω) O(Ω)/mλ # Dλ,

we calculate

C•(Kp, D̃Ω)≤h ⊗O(Ω) O(Ω)/mλ # C•(Kp, D̃Ω ⊗O(Ω) O(Ω)/mλ)≤h

# C•(Kp,Dλ)≤h

# C•(Kp,DΩ ⊗O(Ω) O(Ω)/mλ)≤h

# C•(Kp,DΩ)≤h ⊗O(Ω) O(Ω)/mλ,

where the first and fourth lines follow by Proposition 2.3.3. Thus φmod mλ is an isomorphism

in the category of O(Ω)/mλ-module complexes. Writing C•(φ) for the cone of φ, we have

an exact triangle

C•(Kp, D̃Ω)≤h
φ→ C•(Kp,DΩ)≤h → C•(φ) → C•(Kp, D̃Ω)≤h[1]

in Db(O(Ω)). Since C•(Kp, D̃Ω)≤h and C•(Kp,DΩ)≤h are complexes of projective O(Ω)-
modules, the cone C•(φ) is a complex of projective modules as well; therefore, the functors

− ⊗L
O(Ω) O(Ω)/m and − ⊗O(Ω) O(Ω)/m agree on these three complexes (cf. (Wei94), 10.6).

In particular, applying −⊗O(Ω) O(Ω)/mλ yields an exact triangle

C•(Kp,Dλ)≤h
φmod mλ−→ C•(Kp,Dλ)≤h → C•(φ)⊗O(Ω) O(Ω)/mλ → C•(Kp,Dλ)≤h[1]

in Db(O(Ω)/mλ). Since φmodmλ is an isomorphism, C•(φ) ⊗O(Ω) O(Ω)/mλ is acyclic,

which in turn implies that mλ is not contained in the support of H∗(C•(φ)). But mλ is an

arbitrary maximal ideal in O(Ω), so Nakayama’s lemma now shows that H∗(C•(φ)) vanishes

identically. Thus C•(φ) is acyclic and φ is a quasi-isomorphism as desired. !
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3.2 Finite-slope eigenpackets and non-critical classes

In this section we explain two results which are fundamental in our analysis. First of

all, we recall and summarize some of the work of Eichler, Shimura, Matsushima, Borel-

Wallach, Franke, and Li-Schwermer on the cohomology of arithmetic groups. Next, we state

a fundamental theorem of Ash-Stevens and Urban (Theorem 6.4.1 of (AS08), Proposition

4.3.10 of (Urb11)) relating overconvergent cohomology classes of small slope with classical

automorphic forms. The possibility of such a result was largely the original raison d’etre

of overconvergent cohomology; in the case G = GL2/Q, Stevens proved this theorem in a

famous preprint (Ste94).

Let λ ∈ X∗
+ be a B-dominant algebraic weight, and let Kf ⊂ G(Af ) be any open

compact subgroup. By fundamental work of Franke, the cohomology H∗(Y (Kf ),Lλ)C =

H∗(Y (Kf ),Lλ)⊗Qp,ι C admits an analytically defined splitting

H∗(Y (Kf ),Lλ)C # H∗
cusp(Y (Kf ),Lλ)C ⊕H∗

Eis(Y (Kf ),Lλ)C

into T(G(Af ),Kf )C-stable submodules, which we refer to as the cuspidal and Eisenstein

cohomology, respectively. The cuspidal cohomology admits an exact description in terms of

cuspidal automorphic forms (BW00, Fra98, FS98):

Proposition 3.2.1. There is a canonical isomorphism

H∗
cusp(Y (Kf ),Lλ)C #

⊕

π∈L2
cusp(G(Q)\G(A))

m(π)π
Kf

f ⊗H∗(g,K∞;π∞ ⊗ Lλ)

of graded T(G(Af ),Kf )-modules, where m(π) denotes the multiplicity of π in L2
cusp (G(Q)\G(A)).

If λ is a regular weight, the natural inclusion of H∗
cusp(Y (Kf ),Lλ) into H∗

! (Y (Kf ),Lλ) is

an isomorphism.

Note that if π contributes nontrivially to the direct sum decomposition of the previous

proposition, the central and infininitesimal characters of π∞ are necessarily equal to those

of Lλ.
For any weight λ ∈ WKp(L) and a given controlling operator Ut, we define Tλ,h(Kp)

as the subalgebra of EndL (H∗(Kp,Dλ)≤h) generated by the image of T(Kp) ⊗Qp L, and

we set Tλ(Kp) = lim∞←h Tλ,h(Kp). The algebra Tλ(Kp) is independent of the choice of

controlling operator used in its definition.
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Definition 3.2.2. A finite-slope eigenpacket of weight λ and level Kp (or simply a

finite-slope eigenpacket) is an algebra homomorphism φ : Tλ(Kp) → Qp.

If φ is a finite-slope eigenpacket, we shall regard the contraction of kerφ under the

structure map T(Kp) → Tλ(Kp) as a maximal ideal in T(Kp), which we also denote by

ker φ. Note that Tλ(Kp) is a countable direct product of zero-dimensional Artinian local

rings, and the factors in this direct product are in natural bijection with the finite-slope

eigenpackets.

A weight λ is arithmetic if it factors as the product of a finite-order character ε of T (Zp)

and an element λalg of X∗; if λalg ∈ X∗
+ we say λ is dominant arithmetic. If λ = λalgε

is a dominant arithmetic weight, we are going to formulate some comparisons between

H∗(Kp,Dλ) and H∗(Y (KpIs
1),Lλalg). In order to do this, we need to twist the natural

Hecke action on the latter module slightly. More precisely, if M is any Ap-module and

λ ∈ X∗, we define the 0-action in weight λ by Ut 0λ m = λ(t)−1Utm (AS08). The map iλ

defined in §2.2 induces a morphism

iλ : H∗(Kp,Dλ)→ H∗(KpIs
1 ,Lλalg)

for any s ≥ s[ε] which intertwines the standard action of T(Kp) on the source with the

0-action on the target.

Definition 3.2.3. If λ = λalgε is an arithmetic weight and s = s[ε], a finite-slope

eigenpacket is classical if the module H∗(Y (KpIs
1),Lλalg) is nonzero after localization at

ker φ, and noncritical if the map

iλ : H∗(Kp,Dλ)→ H∗(KpIs
1 ,Lλalg)

becomes an isomorphism after localization at ker φ. A classical eigenpacket is interior if

H∗
∂(K

pIs
1 ,Lλalg) vanishes after localization at kerφ, and strongly interior if H∗

∂(K
p,Dλ)

vanishes after localization at ker φ as well.

Next we formulate a result which generalizes Stevens’s control theorem (Ste94). Given

λ ∈ X∗, we define an action of the Weyl group W by wλ = w · (λ+ ρ)− ρ.
Definition 3.2.4. Fix a controlling operator Ut, t ∈ Λ+. Given an arithmetic weight



CHAPTER 3. OVERCONVERGENT COHOMOLOGY 30

λ = λalgε, a rational number h is a small slope for λ if

h < inf
w∈W!{id}

vp(w · λalg(t)) − vp(λ
alg(t)).

Theorem 3.2.5 (Ash-Stevens, Urban). Fix an arithmetic weight λ = λalgε and a

controlling operator Ut. If h is a small slope for λ, there is a natural isomorphism of Hecke

modules

H∗(Kp,Dλ)≤h # H∗(Y (KpIs
1),Lλalg)

T (Z/psZ)=ε
≤h

for any s ≥ s[ε].

Proof (sketch). Suppose λ = λalg for simplicity. Urban constructs a second quadrant

spectral sequence

Ei,j
1 =

⊕

w∈W, #(w)=−i

Hj(Kp,Dw·λ)
fs ⇒ H i+j(KpI,Lλ)fs

which is equivariant for Ut if we twist the action as follows: Ut acts through the 0-action in

weight λ on the target and (λ(t)−1w · λ)(t))Ut acts on the w-summand of the E1-page. In

particular, taking the slope-≤ h part yields a spectral sequence

Ei,j
1 =

⊕

w∈W, #(w)=−i

Hj(Kp,Dw·λalg)≤h−vp(w·λ(t))+vp(λ(t)) ⇒ H i+j(KpI,Lλ)≤h.

But any element of A+
p is contractive on Hj(Kp,Dλ), so the w-summand of the E1-page is

now empty for w 5= id. !

3.3 The spectral sequences

In this section we introduce our main technical tool for analyzing overconvergent cohomology.

Fix a choice of tame level Kp and an augmented Borel-Serre complex C•(Kp,−).

Theorem 3.3.1. Fix a slope datum (Ut, Ω, h), and let Σ ⊆ Ω be an arbitrary rigid

Zariski closed subspace. Then H∗(Kp,DΣ) admits a slope-≤ h decomposition, and there is
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a convergent first quadrant spectral sequence

Ei,j
2 = Exti

O(Ω)(Hj(K
p,AΩ)≤h,O(Σ)) ⇒ H i+j(Kp,DΣ)≤h.

Furthermore, there is a convergent second quadrant spectral sequence

Ei,j
2 = TorO(Ω)

−i (Hj(Kp,DΩ)≤h,O(Σ)) ⇒ H i+j(Kp,DΣ)≤h.

In addition, there are analogous spectral sequences relating Borel-Moore homology with com-

pactly supported cohomology, and boundary homology with boundary cohomology, and there

are morphisms between the spectral sequences compatible with the morphisms between these

different cohomology theories. Finally, the spectral sequences and the morphisms between

them are equivariant for the natural Hecke actions on their E2 pages and abutments; more

succinctly, they are spectral sequences of T(Kp)-modules.

When no ambiguity is likely, we will refer to the two spectral sequences of Theorem 3.3.1

as “the Ext spectral sequence” and “the Tor spectral sequence.” The Hecke-equivariance of

these spectral sequences is crucial for applications, since it allows one to localize the entire

spectral sequence at any ideal in the Hecke algebra.

Proof of Theorem 3.3.1. By the isomorphisms proved in §3.1, it suffices to construct a

Hecke-equivariant spectral sequence ExtiO(Ω)(Hj(Kp,As
Ω)≤h,O(Σ)) ⇒ H i+j(Kp,Ds

Σ)≤h for

some s ≥ s[Ω].

Consider the hyperext group ExtnO(Ω)(C
ad
• (Kp,As

Ω),O(Σ)). Since Cad
• (Kp,As

Ω) is a com-

plex of T(Kp)-modules, this hyperext group is naturally a T(Kp)-module, and the hyper-

cohomology spectral sequence

Ei,j
2 = Exti

O(Ω)(Hj(K
p,As

Ω),O(Σ)) ⇒ Exti+j
O(Ω)(C

ad
• (Kp,As

Ω),O(Σ))

is a spectral sequence of T(Kp)-modules. On the other hand, the quasi-isomorphism

Cad
• (Kp,As

Ω) # C•(Kp,As
Ω) in Db(A(Ω)) together with the slope-≤ h decomposition C•(Kp,As

Ω) #
C•(Kp,As

Ω)≤h⊕C•(Kp,As
Ω)>h induces Hecke-stable slope-≤ h-decompositions of the abut-

ment and of the entries on the E2 page. By Proposition 2.3.2, the slope decomposition of

the E2 page induces slope decompositions of all entries on all higher pages of the spectral

sequence. In other words, we may pass to the “slope-≤ h part” of the hypercohomology
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spectral sequence in a Hecke-equivariant way, getting a spectral sequence

′Ei,j
2 = ExtiO(Ω)(Hj(K

p,As
Ω),O(Σ))≤h ⇒ Exti+j

O(Ω)(C
ad
• (Kp,As

Ω),O(Σ))≤h

of T(Kp)-modules. But ExtiO(Ω)(Hj(Kp,As
Ω),O(Σ))≤h # Exti

O(Ω)(Hj(Kp,As
Ω)≤h,O(Σ)),

and

ExtnO(Ω)(C
ad
• (Kp,As

Ω),O(Σ))≤h # ExtnO(Ω)(C•(K
p,As

Ω)≤h,O(Σ))

# Hn
(
RHomO(Ω)(C•(K

p,As
Ω)≤h,O(Σ))

)

# Hn
(
HomO(Ω)(C•(K

p,As
Ω)≤h,O(Σ))

)

# Hn(Kp,Ds
Σ)≤h,

where the third line follows from the projectivity of each Ci(Kp,As
Ω)≤h and the fourth line

follows from the proof of Proposition 3.1.5.

For the Tor spectral sequence, the isomorphism

C•(Kp,Ds
Ω)≤h ⊗O(Ω) O(Σ) # C•(Kp,Ds

Σ)≤h

yields an isomorphism

C•(Kp,Ds
Ω)≤h ⊗L

O(Ω) O(Σ) # C•(Kp,Ds
Σ)≤h

of T(Kp)-module complexes in Db(O(Ω)), and the result follows analogously from the hy-

pertor spectral sequence

TorR
−i(H

j(C•), N) ⇒ TorR
−i−j(C

•, N).

Remark 3.1.1. If (Ω, h) is a slope datum, Σ1 is Zariski-closed in Ω, and Σ2 is Zariski-

closed in Σ1, the transitivity of the derived tensor product yields an isomorphism

C•(Kp,DΣ2)≤h # C•(Kp,DΩ)≤h ⊗L
O(Ω) O(Σ2)

# C•(Kp,DΩ)≤h ⊗L
O(Ω) O(Σ1)⊗L

O(Σ1) O(Σ2)

# C•(Kp,DΣ1)≤h ⊗L
O(Σ1) O(Σ2)
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which induces a relative version of the Tor spectral sequence, namely

Ei,j
2 = Tori

A(Σ1)(H
j(Kp,DΣ1)≤h, A(Σ2)) ⇒ H i+j(Kp,DΣ2)≤h.

This spectral sequence plays an important role in Newton’s proof of Theorem 4.5.3 (cf. the

appendix of (Han12b)).

The boundary and Borel-Moore/compactly supported spectral sequences Nota-

tion as in §2.1, let D∞ denote the Borel-Serre bordification of D∞, and let ∂D∞ = D∞#D∞.

Setting DA = D∞ × G(Af ) and ∂DA = ∂D∞ × G(Af ), the natural map C•(DA) →
C•(DA) induces a functorial isomorphism H∗(Kf ,M) # H∗

(
C•(DA)⊗Z[G(Q)×Kf ] M

)
,

so we may redefine Cad
• (Kf ,M) as C•(DA) ⊗Z[G(Q)×Kf ] M . Setting C∂,ad

• (Kf ,M) =

C•(∂DA)⊗Z[G(Q)×Kf ]M , the natural inclusion induces a map C∂,ad
• (Kf ,M) → Cad

• (Kf ,M),

and we define CBM,ad
• (Kf ,M) as the cone of this map. Not surprisingly, the homology of

C∂• (resp. CBM
• ) computes boundary (resp. Borel-Moore) homology. Choosing a triangula-

tion of Y (Kf ) induces a triangulation on the boundary, and yields a complex C∂• (Kf , ,M)

together with a map C∂• (Kf , ,M) → C∂• (Kf , ,M); defining CBM
• as the cone of this map,

these complexes all fit into a big diagram

C∂,ad
• (Kf ,−) !! Cad

• (Kf ,−) !! CBM,ad
• (Kf ,−)

C∂• (Kf ,−)

$$

!! C•(Kf ,−)

$$

!! CBM
• (Kf ,−)

$$

in which the rows are exact triangles functorial in M , and the vertical arrows are quasi-

isomorphisms. We make analogous definitions of C•
c,ad(Kf ,M), etc.

The boundary and Borel-Moore/compactly supported sequences, and the morphisms
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between them, follow from taking the slope-≤ h part of the diagram

RHomO(Ω)(C
BM,ad
• (Kp,As

Ω),O(Σ)) !!

""

C•
c,ad(K

p,HomO(Ω)(A
s
Ω,O(Σ)))

""

RHomO(Ω)(C
ad
• (Kp,As

Ω),O(Σ)) !!

""

C•
ad(K

p,HomO(Ω)(A
s
Ω,O(Σ)))

""

RHomO(Ω)(C
∂,ad
• (Kp,As

Ω),O(Σ)) !! C•
∂,ad(K

p,HomO(Ω)(A
s
Ω,O(Σ)))

in which the horizontal arrows are quasi-isomorphisms, the columns are exact triangles in

Db(O(Ω)), and the diagram commutes for the natural action of T(Kp).



Chapter 4

The geometry of eigenvarieties

In this chapter we begin to use global rigid analytic geometry in a more serious way; the

bible of the subject is (BGR84), and (Con08) is a nice survey of the main ideas. We shall

repeatedly and tacitly use the fact that if Ω′ is an affinoid subdomain of an affinoid space

Ω, O(Ω′) is a flat O(Ω)-module; this is an easy consequence of the universal property of an

affinoid subdomain together with the local criterion for flatness.

4.1 Fredholm hypersurfaces

Let A be an affinoid integral domain. We say that such an A is relatively factorial if for

any f =
∑∞

n=0 anXn ∈ A 〈X〉 with a0 = 1, (f) factors uniquely as a product of principal

prime ideals (fi) where each fi may be chosen with constant term 1. A rigid analytic space

W is relatively factorial if it has an admissible covering by relatively factorial affinoids.

Throughout the remainder of this thesis, we reserve the letter W for a relatively factorial

rigid analytic space.

Definition 4.1.1. A Fredholm series is a global section f ∈ O(W ×A1) such that under

the map O(W × A1)
j∗→ O(W ) induced by j : W × {0} → W × A1 we have j∗f = 1. A

Fredholm hypersurface is a closed immersion Z ⊂ W ×A1 such that the ideal sheaf of Z

is generated by a Fredholm series f , in which case we write Z = Z (f).

Note that the natural projection W × A1 → W induces a map w : Z → W . Let

O(W ){{X}} denote the subring of O(W )[[X]] consisting of series
∑∞

n=0 anXn such that

|an|Ωrn → 0 as n → ∞ for any affinoid Ω ⊂ W and any r ∈ R>0. The natural injec-

35
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tion O(W × A1) # O(W ){{X}} ↪→ O(W )[[X]] identifies the monoid of Fredholm series

with elements of O(W ){{X}} such that a0 = 1. When W is relatively factorial, the ring

O(W ){{X}} admits a good factorization theory, and we may speak of irreducible Fredholm

series without ambiguity. We say a collection of distinct irreducible Fredholm series {fi}i∈I

is locally finite if Z (fi) ∩ U = ∅ for all but finitely many i ∈ I and any quasi-compact

admissible open subset U ⊂ W ×A1.

Proposition 4.1.2 (Coleman-Mazur, Conrad). If W is relatively factorial, any

Fredholm series f admits a factorization f =
∏

i∈I fni
i as a product of irreducible Fredholm

series with ni ≥ 1; any such factorization is unique up to reordering the terms, the collection

{fi}i∈I is locally finite, and the irreducible components of Z (f) are exactly the Fredholm

hypersurfaces Z (fni
i ). The nilreduction of Z (f) is Z (

∏
i∈I fi).

Proof. See §1 of (CM98) and §4 of (Con99) (especially Theorems 4.2.2 and 4.3.2). !

Proposition 4.1.3. If Z is a Fredholm hypersurface, the image w(Z ) is Zariski-open

in W .

Proof. We may assume Z = Z (f) with f = 1 +
∑∞

n=1 anXn irreducible. By Lemma

1.3.2 of (CM98), the fiber of Z over λ ∈ W (Qp) is empty if and only if an ∈ mλ for all n,

if and only if I = (a1, a2, a3, . . . ) ⊂ mλ. The ideal I is naturally identified with the global

sections of a coherent ideal sheaf, which cuts out a closed immersion V (I ) ↪→ W in the
usual way, and w(Z ) is exactly the complement of V (I ). !

Given a Fredholm hypersurface Z = Z (f), a rational number h ∈ Q, and an affinoid

Ω ⊂ W , we define ZΩ,h = O(Ω)
〈
phX
〉
/(f(X)) regarded as an admissible affinoid open

subset of Z . The natural map ZΩ,h → Ω is flat but not necessarily finite, and we define an

affinoid of the form ZΩ,h to be slope-adapted if ZΩ,h → Ω is a finite flat map. The affinoid

ZΩ,h is slope-adapted if and only if fΩ = f |O(Ω){{X}} admits a slope-≤ h factorization

Q(X) · R(X), in which case O(ZΩ,h) # O(Ω)[X]/(Q(X)).

Proposition 4.1.4. For any Fredholm hypersurface Z , the collection of slope-adapted

affinoids forms an admissible cover of Z .

Proof. See §4 of (Buz07).

4.2 Eigenvariety data

Definition 4.2.1. An eigenvariety datum is a tuple D = (W ,Z ,M ,T,ψ) where W is a

separated, reduced, equidimensional, relatively factorial rigid analytic space, Z ⊂ W ×A1
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is a Fredholm hypersurface, M is a coherent analytic sheaf on Z , T is a commutative

Qp-algebra, and ψ is a Qp-algebra homomorphism ψ : T→ EndOZ
(M ).

In practice T will be a Hecke algebra, Z will be a “spectral variety” parametrizing

the eigenvalues of some distinguished operator U ∈ T on some graded module M∗ of p-adic

automorphic forms or on a complex whose cohomology yields M∗, and M will be the natural

“spreading out” of M∗ to a coherent sheaf over Z . We do not require that M be locally

free on Z .

Theorem 4.2.2. Given an eigenvariety datum D, there is a rigid analytic space X =

X (D) together with a finite morphism π : X → Z , a morphism w : X → W , an algebra

homomorphism φX : T → O(X ), and a coherent sheaf M † on X such that π∗M † # M

and the diagram

T
ψ !!

φX

""

EndOZ
(M )

O(X ) !! EndOX
(M †)

π∗

$$

commutes. The points of X lying over z ∈ Z are in bijection with the generalized eigenspaces

for the action of T on M (z).

Proof. Let C ov = {Ωi}i∈I be an admissible affinoid cover of Z ; we abbreviate Ωi∩Ωj by

Ωij . For any Ωi we let TΩi be the finite O(Ωi)-subalgebra of EndO(Ωi) (M (Ωi)) generated by

imψ, with structure map φΩi : T → TΩi . Let XΩi be the affinoid rigid space SpTΩi , with

π : XΩi → Ωi the natural morphism. The canonical morphisms TΩi ⊗O(Ωi) O(Ωij) → TΩij

are isomorphisms, and so we may glue the affinoid rigid spaces XΩi together via their

overlaps XΩij into a rigid space X together with a finite map π : X → Z . The TΩi-

module structure on M (Ωi) is compatible with the transition maps, and so these modules

glue to a coherent sheaf M †. The structure maps φΩi glue to a map φ : T→ O(X ) which

is easily seen to be an algebra homomorphism. The remainder of the theorem is tautological

from the construction. !

The space X is the eigenvariety associated with the given eigenvariety datum. For

any point x ∈X , we write φX (x) : T→ k(x) for the composite map

(
O(X )→ OX ,x # k(x)

)
◦ φX ,

and we say φX (x) is the eigenpacket parametrized by the point x. If the map x $→ φX (x)
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determines a bijection of X (Qp) with a set of eigenpackets of a certain type, we write

φ $→ xφ for the inverse map.

4.3 Eigenvariety data from overconvergent cohomology

Fix G, Kp, a controlling operator Ut, and an augmented Borel-Serre complex C•(Kp,−).

For Ω ⊂ WKp an affinoid open, the Fredholm series fΩ(X) = det(1 − ŨtX)|C•(Kp,As
Ω) is

well-defined independently of s ≥ s[Ω] by Proposition 3.1.1, and if Ω′ ⊂ Ω is open then

fΩ(X)|Ω′ = fΩ′(X). By Tate’s acyclicity theorem, there is a unique f(X) ∈ O(W ){{X}}
with f(X)|Ω = fΩ(X) for all Ω. Set Z = Zf . If ZΩ,h ⊂ Z is a slope-adapted affinoid, then

C•(Kp,DΩ) admits a slope-≤ h decomposition, with C•(Kp,DΩ)≤h # HomO(Ω)(C•(Kp,As
Ω)≤h,O(Ω))

for any s ≥ s[Ω], and C•(Kp,DΩ)≤h is naturally a (graded) module over O(ZΩ,h) ∼=
O(Ω)[X]/(QΩ,h(X)) via the map X $→ Ũ−1

t ; here QΩ,h(X) denotes the slope-≤ h factor

of fΩ.

Proposition 4.3.1. There is a unique complex K • of coherent analytic sheaves on Z

such that K •(ZΩ,h) ∼= C•(Kp,DΩ)≤h for any slope-adapted affinoid ZΩ,h.

Proof. For ZΩ,h a slope-adapted affinoid, we simply set K •(ZΩ,h) ∼= C•(Kp,DΩ)≤h,

with K •(ZΩ,h) regarded as an O(ZΩ,h)-module as in the previous paragraph. We are

going to show that the formation of K •(ZΩ,h) is compatible with overlaps of slope-adapted

affinoids; since slope-adapted affinoids form a base for the ambient G-topology on Z , this

immediately implies that the K •(ZΩ,h)’s glue together into a sheaf over Z .

If ZΩ,h ∈ C ov and Ω′ ⊂ Ω with Ω′ connected, a calculation gives O(ZΩ′,h) # O(ZΩ,h)⊗O(Ω)

O(Ω′), so then ZΩ′,h ∈ C ov. Fix ZΩ′,h′ ⊆ ZΩ,h ∈ C ov with ZΩ′,h′ ∈ C ov; we necessarily

have Ω′ ⊆ Ω, and we may assume h′ ≤ h. Set CΩ,h = C•(Kp,DΩ)≤h. We now trace through

the following sequence of canonical isomorphisms:

CΩ,h ⊗O(ZΩ,h) O(ZΩ′,h′) # CΩ,h ⊗O(ZΩ,h) O(ZΩ′,h)⊗O(ZΩ′,h) O(ZΩ′,h′)

#
(
CΩ,h ⊗O(ZΩ,h) O(ZΩ,h)⊗O(Ω) O(Ω′)

)
⊗O(ZΩ′,h) O(ZΩ′,h′)

#
(
CΩ,h ⊗O(Ω) O(Ω′)

)
⊗O(ZΩ′,h) O(ZΩ′,h′)

# CΩ′,h ⊗O(ZΩ′,h) O(ZΩ′,h′)

# CΩ′,h′.



CHAPTER 4. THE GEOMETRY OF EIGENVARIETIES 39

The fourth line here follows from Proposition 3.1.5. !

Taking the cohomology of K • yields a graded sheaf M ∗ on Z together with canonical

isomorphisms M ∗(ZΩ,h) ∼= H∗(Kp,DΩ)≤h for any slope-adapted affinoid ZΩ,h. By Propo-

sition 3.1.5 the natural maps T(Kp) → EndO(ZΩ,h) (H∗(Kp,DΩ)≤h) glue together into a

degree-preserving algebra homomorphism ψ : T(Kp) → EndOZ
(M ∗).

Definition 4.3.2. The eigenvariety XG(Kp) is the eigenvariety associated with the

eigenvariety datum (WKp ,Z ,M ∗,T(Kp),ψ). For n a given integer, X n
G(Kp) is the eigen-

variety associated with the eigenvariety datum (WKp ,Z ,M n,T(Kp),ψ).

Note that Z is highly noncanonical, depending as it does on a choice of augmented

Borel-Serre complex; the idea of lifting the Ut action to the level of chain complexes is due

to Ash (AS08). However, XG(Kp) is completely canonical and independent of this choice:

setting J = annOZ
M ∗ ⊂ OZ , the closed immersion Z ↪→ W ×A1 cut out by

OW ×A1 # OZ # OZ /J = OZ

is independent of all choices. Note also that in practice, the eigenvarieties XG(Kp) carry

some extra structure which we don’t really exploit in this thesis: in particular, the sheaves

M † are sheaves of Tram(Kp)-modules. Our first main result on the eigenvarieties XG(Kp)

is the following.

Theorem 4.3.3. The points x ∈ XG(Kp)(Qp) lying over a given weight λ ∈ WKp(Qp)

are in bijection with the finite-slope eigenpackets for G of weight λ and level Kp, and this

bijection is realized by sending x ∈X to the eigenpacket φX (x).

This theorem is due to Ash and Stevens (Theorem 6.2.1 of (AS08)), but the following

proof is new.

Proof. Given a finite-slope eigenpacket φ of weight λ, fix a slope-adapted affinoid ZΩ,h

with λ ∈ Ω and h > vp(φ(Ut)), and let TΩ,h be the O(Ω)-subalgebra of EndO(Ω) (H∗(Kp,DΩ)≤h)

generated by T(Kp) ⊗Qp O(Ω). Let M be the maximal ideal of T(Kp) ⊗Qp O(Ω) defined

by

M = (T ⊗ 1 + 1⊗ x), T ∈ ker φ andx ∈ mλ.

After localizing the spectral sequence

Ei,j
2 = TorO(Ω)

i (Hj(Kp,DΩ)≤h, k(λ)) ⇒ H i+j(Kp,Dλ)≤h
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at M, the abutment is nonzero by assumption, so the source must be nonzero as well.

Therefore M determines a maximal ideal of TΩ,h lying over mλ, or equivalently a point

x ∈ XΩ,h with w(x) = λ.

On the other hand, given a point x ∈ XΩ,h with w(x) = λ, let M = Mx ⊂ TΩ,h be the

maximal ideal associated with x, and let d be the largest degree for which Hj(Kp,DΩ)≤h,M 5=
0. Localizing the spectral sequence at M, the entry E0,d

2 is nonzero and stable, so the spectral

sequence induces an isomorphism

0 5= Hd(Kp,DΩ)≤h,M⊗O(Ω) k(λ) # Hd(Kp,Dλ)≤h,M,

and thus M induces a finite-slope eigenpacket in weight λ as desired. !

4.4 The support of overconvergent cohomology modules

As in the previous section, fix G, Kp, and an augmented Borel-Serre complex C•(Kp,−).

We are going to prove the following theorem.

Theorem 4.4.1. Fix a slope datum (Ut, Ω, h).

i. For any i, Hi(Kp,AΩ)≤h is a faithful O(Ω)-module if and only if H i(Kp,DΩ)≤h is faithful.

ii. If the derived group of G is Q-anisotropic, Hi(Kp,AΩ)≤h and H i(Kp,DΩ)≤h are torsion

O(Ω)-modules for all i, unless Gder(R) has a discrete series, in which case they are

torsion for all i 5= 1
2dimG(R)/K∞Z∞.

Let R be a Noetherian ring, and let M be a finite R-module. We say M has full support if

Supp(M) = Spec(R), and that M is torsion if ann(M) 5= 0. We shall repeatedly use the

following basic result.

Proposition 4.4.2. If Spec(R) is reduced and irreducible, the following are equivalent:

i) M is faithful (i.e. ann(M) = 0),

ii) M has full support,

iii) M has nonempty open support,

iv) HomR(M,R) 5= 0,

v) M ⊗R K 5= 0, K = Frac(R).

Proof. Since M is finite, Supp(M) is the underlying topological space of Spec(R/ann(M)),

so i) obviously implies ii). If Spec(R/ann(M)) = Spec(R) as topological spaces, then
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ann(M) ⊂
√

(0) = (0) since R is reduced, so ii) implies i). The set Supp(M) = Spec(R/ann(M))

is a priori closed; since Spec(R) is irreducible by assumption, the only nonempty simultane-

ously open and closed subset of Spec(R) is all of Spec(R), so ii) and iii) are equivalent. By

finiteness, M has full support if and only if (0) is an associated prime of M , if and only if

there is an injection R ↪→M ; tensoring with K implies the equivalence of ii) and v). Finally,

HomR(M,R)⊗R K # HomK(M ⊗R K,K), so M ⊗R K 5= 0 if and only if HomR(M,R) 5= 0,

whence iv) and v) are equivalent. !

Proof of Theorem 4.1.1.i. (I’m grateful to Jack Thorne for suggesting this proof.) Ten-

soring the Ext spectral sequence with K(Ω) = Frac(O(Ω)), it degenerates to isomorphisms

HomK(Ω)(Hi(K
p,AΩ)≤h ⊗O(Ω) K(Ω),K(Ω)) # H i(Kp,DΩ)≤h ⊗O(Ω) K(Ω),

so the claim is immediate from the preceding proposition. !

Proof of Theorem 4.1.1.ii. We give the proof in two steps, with the first step naturally

breaking into two cases. In the first step, we prove the result assuming Ω contains an arith-

metic weight. In the second step, we eliminate this assumption via analytic continuation.

Step One, Case One: G doesn’t have a discrete series. Let W sd be the rigid Zariski

closure in W of the arithmetic weights whose algebraic parts are the highest weights of

irreducible G-representations with nonvanishing (g,K∞)-cohomology. A simple calculation

using §II.6 of (BW00) shows that W sd is the union of its countable set of irreducible com-

ponents, each of dimension < dimW . An arithmetic weight is non-self-dual if λ /∈ W sd.

Now, by assumption Ω contains an arithmetic weight, so Ω automatically contains a
Zariski dense set Nh ⊂ Ω # Ω ∩ W sd of non-self-dual arithmetic weights for which h is a

small slope. By Theorem 3.2.5, H∗(Kp,Dλ)≤h vanishes identically for any λ ∈ Nh. For

any fixed λ ∈ Nh, suppose mλ ∈ SuppΩH∗(Kp,DΩ)≤h; let d be the largest integer with

mλ ∈ SuppΩHd(Kp,DΩ)≤h. Taking Σ = λ in the Tor spectral sequence gives

Ei,j
2 = TorO(Ω)

−i (Hj(Kp,DΩ)≤h, k(λ)) ⇒ H i+j(Kp,Dλ)≤h.

The entry E0,d
2 = Hd(Kp,DΩ)≤h⊗O(Ω) k(λ) is nonzero by Nakayama’s lemma, and is stable

since every row of the E2-page above the dth row vanishes by assumption. In particular,

E0,d
2 contributes a nonzero summand to the grading on Hd(Kp,Dλ)≤h - but this module is

zero, contradicting our assumption that mλ ∈ SuppΩH∗(Kp,DΩ). Therefore, H∗(Kp,DΩ)≤h
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does not have full support, so is not a faithful O(Ω)-module.

Step One, Case Two: G has a discrete series. The idea is the same as Case One, but

with Nh replaced by Rh, the set of arithmetic weights with regular algebraic part for which h

is a small slope. For these weights, Proposition 3.2.5 together with known results on (g,K∞)-

cohomology (see e.g. Sections 4-5 of (LS04)) implies that H i(Kp,Dλ)≤h, λ ∈ Rh vanishes

for i 5= dG = 1
2dimG(R)/Z∞K∞. The Tor spectral sequence with Σ = λ ∈ Rh then shows

that Rh doesn’t meet SuppΩH i(Kp,DΩ)≤h for any i > dG. On the other hand, the Ext

spectral sequence with Σ = λ ∈ Rh then shows that Rh doesn’t meet SuppΩHi(Kp,AΩ)≤h

for any i < dG, whence the Ext spectral sequence with Σ = Ω shows that Rh doesn’t meet

SuppΩH i(Kp,DΩ)≤h for any i < dG. The result follows.

Step Two. We maintain the notation of §4.3. As in that subsection, Hn(Kp,DΩ)≤h

glues together over the affinoids ZΩ,h ∈ C ov into a coherent OZ -module sheaf M n, and in

particular, the support of M n is a closed analytic subset of Z . Let w : Z → W denote the

natural projection. For any ZΩ,h ∈ C ov, we have

w∗SuppZΩ,h
M n(ZΩ,h) = SuppΩHn(Kp,DΩ)≤h.

Suppose SuppΩHn(Kp,DΩ)≤h = Ω for some ZΩ,h ∈ C ov. This implies that SuppZΩ,h
M n(ZΩ,h)

contains a closed subset of dimension equal to dimZ , so contains an irreducible component of

ZΩ,h. Since SuppZ M n is a priori closed, Corollary 2.2.6 of (Con99) implies that SuppZ M n

contains an entire irreducible component of Z , say Z0. By Proposition 4.1.3, the image

of Z0 is Zariski-open in W , so we may choose an arithmetic weight λ0 ∈ w∗Z0. For some

sufficiently large h0 and some affinoid Ω0 containing λ0, ZΩ0,h0 will contain ZΩ0,h0 ∩Z0 as a

nonempty union of irreducible components, and the latter intersection will be finite flat over

Ω0. Since M n(ZΩ0,h0) # Hn(Kp,DΩ0)≤h0 , we deduce that SuppΩ0
Hn(Kp,DΩ0)≤h0 = Ω0,

whence Hn(Kp,DΩ0)≤h0 is faithful, so by Step One Gder(R) has a discrete series and

n = 1
2dimG(R)/Z∞K∞.
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4.5 Eigenvarieties at noncritical interior points.

Define the defect and the amplitude of G, respectively, as the integers l(G) = rankG −
rankK∞Z∞

1 and q(G) = 1
2(dim(G(R)/K∞Z∞)−l(G)). Note that l(G) is zero if and only if

Gder(R) has a discrete series, and that algebraic representations with regular highest weight

contribute to (g,K∞)-cohomology exactly in the unbroken range of degrees [q(G), q(G) +

l(G)] (LS04).

In this section we prove the following result; part i. of this theorem is a generalization

of “Coleman families”.

Theorem 4.5.1. Let x = xφ ∈ XG(Kp) be a point associated with a classical, noncrit-

ical, interior eigenpacket φ such that λ = w(x) has regular algebraic part.

i. If l(G) = 0, every irreducible component of X containing x has dimension equal to

dimW .

ii. If l(G) ≥ 1 and φ is strongly interior, then every irreducible component of XG(Kp)

containing x has dimension ≤ dimW − 1, with equality if l(G) = 1.

Proof. By the basic properties of irreducible components together with the construction

given in §4.2-4.3, it suffices to work locally over a fixed ZΩ,h ∈ C ov. Suppose x ∈ XΩ,h

is as in the theorem, with φ : TΩ,h → Qp the corresponding eigenpacket. Set M = kerφ,

and let m = mλ be the contraction of M to O(Ω). Let P ⊂ TΩ,h be any minimal prime

contained in M, and let p be its contraction to a prime in O(Ω). The ring TΩ,h/P is a finite

integral extension of O(Ω)/p, so both rings have the same dimension. Note also that p is an

associated prime of H∗(Kp,DΩ)≤h.

Proposition 4.5.2. The largest degrees for which φ occurs in H∗(Kp,DΩ)≤h and

H∗(Kp,Dλ)≤h coincide, and the smallest degrees for which φ occurs in H∗(Kp,Dλ)≤h and

H∗(Kp,AΩ)≤h coincide. Finally, the smallest degree for which φ occurs in H∗(Kp,DΩ)≤h

is greater than or equal to the smallest degree for which φ occurs in H∗(Kp,AΩ)≤h.

Proof. For the first claim, localize the Tor spectral sequence at M, with Σ = λ. If φ oc-

curs in H i(Kp,Dλ)≤h then it occurs in a subquotient of TorO(Ω)
j (H i+j(Kp,DΩ)≤h, k(λ)) for

some j ≥ 0. On the other hand, if d is the largest degree for which φ occurs in Hd(Kp,DΩ)≤h,

the entry E0,d
2 of the Tor spectral sequence is stable and nonzero after localizing at M, and

1Here “rank” denotes the absolute rank, i.e. the dimension of any maximal torus, split or otherwise.
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it contributes to the grading on Hd(Kp,Dλ)≤h,M. The second and third claims follow from

an analogous treatment of the Ext spectral sequence. !

First we treat the case where l(G) = 0, so Gder(R) has a discrete series. By the

noncriticality of φ together with the results recalled in §3.2, the only degree for which φ

occurs in H i(Kp,Dλ)≤h is the middle degree d = 1
2dimG(R)/Z∞K∞, so Proposition 4.5.2

implies that the only degree for which φ occurs in H∗(Kp,DΩ)≤h is the middle degree as

well. The Tor spectral sequence localized at M now degenerates, and yields

TorO(Ω)m

i (Hd(Kp,DΩ)≤h,M, k(λ)) = 0 for all i ≥ 1,

so Hd(Kp,DΩ)≤h,M is a free module over O(Ω)m by Proposition A.3. Since O(Ω)m is a

domain and p is (locally at m) an associated prime of a free module, p = 0 and thus

dimTΩ,h/P = dimO(Ω)m = dimW .

Now we turn to the case l(G) ≥ 1. First we demonstrate the existence of an affinoid

open Y ⊂ XΩ,h containing x, and meeting every component of XΩ,h containing x, such

that every regular classical non-critical point in Y is cuspidal. By our assumptions, φ

does not occur in H∗
∂(K

p,Dλ)≤h, so by the boundary spectral sequence φ does not occur

in H∗
∂(K

p,DΩ)≤h. Since SuppTΩ,h
H∗
∂(K

p,DΩ)≤h is closed in XΩ,h and does not meet x,

the existence of a suitable Y now follows easily. Shrinking Ω and Y as necessary, we may

assume that O(Y ) is finite over O(Ω), and thus M ∗(Y ) = H∗(Kp,DΩ)≤h ⊗TΩ,h
O(Y ) is

finite over O(Ω) as well. Exactly as in the proof of Theorem 4.4.1, the Tor spectral sequence

shows that SuppΩM ∗(Y ) doesn’t contain any regular non-self-dual weights for which h is

a small slope, so M ∗(Y ) and O(Y ) are torsion O(Ω)-modules.

Finally, suppose l(G) = 1. Set d = q(G), so φ occurs in H∗(Kp,Dλ)M # H∗(Kp,Lλ)M
only in degrees d and d + 1. By the argument of the previous paragraph, H∗(Kp,DΩ)≤h,M

is a torsion O(Ω)m-module. Taking Σ = λ in the Ext spectral sequence and localizing at M,

Proposition 4.5.2 yields

Hd(Kp,DΩ)≤h,M # HomO(Ω)m
(Hd(K

p,AΩ)≤h,M,O(Ω)m).

Since the left-hand term is a torsion O(Ω)m-module, Proposition 4.4.2 implies that both

modules vanish identically. Proposition 4.5.2 now shows that d + 1 is the only degree

for which φ occurs in H∗(Kp,DΩ)≤h. Taking Σ = λ in the Tor spectral sequence and
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localizing at M, the only nonvanishing entries are E0,d+1
2 and E−1,d+1

2 . In particular,

TorO(Ω)m

i (Hd+1(Kp,DΩ)≤h,M,O(Ω)/m) = 0 for all i ≥ 2, so Hd+1(Kp,DΩ)≤h,M has projec-

tive dimension at most one by Proposition A.3. Summarizing, we’ve shown that H i(Kp,DΩ)≤h,M

vanishes in degrees 5= q(G) + 1, and that Hq(G)+1(Kp,DΩ)≤h,M is a torsion O(Ω)m-module

of projective dimension one, so htp = 1 by Proposition A.6. !

More generally, for any point x ∈ XG(Kp) we define

l(x) = sup
{
i|H i(Kp,Dw(x))⊗T(Kp),φ(x) Qp 5= 0

}
−inf
{
i|H i(Kp,Dw(x))⊗T(Kp),φ(x) Qp 5= 0

}
.

If x is associated with a noncritical, strongly interior, regular eigenpacket, then l(x) =

l(G) by the aforementioned results of Wallach and Li-Schwermer. Using techniques similar

to those above, James Newton has established the following result (cf. the appendix to

(Han12b))

Theorem 4.5.3 (Newton). Every irreducible component of XG(Kp) containing x has

dimension ≥ dimW − l(x).

Results of this type were established by Stevens and Urban in unpublished work: how-

ever, their proofs required an a priori assumption that the ideal ℘ (in the notation of the

proof of Theorem 4.5.1) is generated by a regular sequence locally in O(Ω)m.

4.6 General linear groups

In this section we examine the special case when G # ResF/QH for some number field

F and some F -inner form H of GLn/F , introducing notation which will remain in effect

throughout Chapters 5 and 6. Our running assumptions require p split completely in F and

H/Fv # GLn/Fv for all v|p; as such, we identify G/Qp with (GLn/Qp)[F :Q] and we take B

to be the product of the upper-triangular Borel subgroups.

Next, we work with a canonical family of tame level subgroups suggested by the theory

of new vectors. More precisely, given an integral ideal n =
∏

p
ev(n)
v ⊂ OF with ev = 0 if v|p

or if H(Fv) $ GLn(Fv), set

K(n) =
∏

v with ev(n)>0

Kv(5
ev(n)
v )

∏

v with ev(n)=0

Kv

where Kv(5e
v) denotes the open compact subgroup of GLn(Ov) consisting of matrices with
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lowest row congruent to (0, . . . , 0, 1)mod5e
v, and Kv denotes a fixed maximal compact

subgroup of H(Fv). The Hecke algebra T(K(n)) then contains the usual operators Tv,i

corresponding to the double cosets of the matrices diag



5v, . . . ,5v︸ ︷︷ ︸
i

, 1, . . . , 1



 for 1 ≤ i ≤ n

and v a place of F such that ev(n) = 0 and H(Fv) # GLn(Fv). For a place v|p we write

Uv,i for the element of A+
p corresponding to the double coset of diag



1, . . . , 1,5v , . . . ,5v︸ ︷︷ ︸
i



,

and we set uv,i = U−1
v,i−1Uv,i ∈ Ap. The product

∏
v|p

∏n−1
i=1 Uv,i is a canonical controlling

operator, which we denote by Up. If n = 2 we adopt the more classical notation, writing

Tv = Tv,1 and Sv = Tv,2. We write Tλ(n) for the finite-slope Hecke algebra of weight λ and

tame level K(n) as in §3.2.

If F = Q, we define W 0
Kp as the subspace of WKp parametrizing characters trivial on the

one-parameter subgroup diag(1, . . . , 1, tn), and we set XG(Kp)0 = XG(Kp) ∩ w−1
(
W 0

Kp

)
.

By the remarks in §2.2, XG(Kp) is a disc bundle over XG(Kp)0: for any point x ∈
XG(Kp) with w(x) = λ = (λ1, . . . ,λn), there is a unique point x0 ∈ XG(Kp)0 with

λ0 = (λ1λ−1
n , . . . ,λn−1λ−1

n , 1) such that φ(x)(T#,i) = λn(')iφ(x0)(T#,i). Restricting attention

to XG(Kp)0 amounts to factoring out “wild twists”: in particular, X 1
GL2/Q(K(N))0 “is”

the Coleman-Mazur-Buzzard eigencurve of tame level N (this is essentially a theorem of

Bellaïche (Bel12)).



Chapter 5

p-adic Langlands functoriality

Buzzard (Buz04, Buz07) constructed an eigencurve CD using overconvergent algebraic mod-

ular forms associated with an R-nonsplit quaternion algebra D/Q, and raised the question

of whether there exists a closed immersion ιJL : CD ↪→ C (discD) into the Coleman-Mazur-

Buzzard eigencurve interpolating the Jacquet-Langlands correspondence on classical points.

Chenevier affirmatively answered this question in a beautiful paper (Che05) as a conse-

quence of a more general interpolation theorem. Chenevier’s interpolation theorem applies

to eigenvarieties which arise from sheaves of orthonormalizable Banach modules over W , and

thus is limited in applications to eigenvarieties arising either from overconvergent modular

forms on Shimura varieties or from groups compact-mod-center at infinity.

In Section 5.1, by shifting the emphasis from sheaves of orthonormalizable Banach mod-

ules over W to coherent sheaves over Fredholm hypersurfaces, we establish a significantly

more flexible interpolation theorem (Theorems 5.1.2 and 5.1.5). The remainder of Chapter

5 consists of applications of this theorem: we establish an analogue of Chenevier’s Jacquet-

Langlands morphism for R-split quaternion algebras, as well as p-adic analogues of the

symmetric square lifting of Gelbart-Jacquet and the Rankin-Selberg lifting of Ramakrish-

nan. The latter two results will be used in Chapter 6. There are many other significant

application of these results; an application to cyclic base change is given in (Han12a).

47
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5.1 An interpolation theorem

Definition 5.1.1. Given an eigenvariety datum D = (W ,Z ,M ,T,ψ) with associated

eigenvariety X , the core of X , denoted X ◦, is the union of the dim W -dimensional ir-

reducible components of the nilreduction X red, regarded as a closed subspace of X . An

eigenvariety X is unmixed if X ◦ # X .

Let Z ◦ denote the subspace of points in Z whose preimage in X meets the core of X ,

with its reduced rigid subspace structure; Z ◦ is naturally a union of irreducible components

of Z red. We will see below that X ◦ really is an eigenvariety, in the sense of being associated

with an eigenvariety datum.

Suppose we are given two eigenvariety data Di = (Wi,Zi,Mi,T,ψi) for i = 1, 2, together

with a closed immersion  : W1 ↪→ W2; we write j for the natural extension of  to a closed

immersion  × id : W1 ×A1 ↪→ W2 ×A1. Given a point z ∈ Zi and any T ∈ T, we write

Di(T,X)(z) ∈ k(z)[X] for the characteristic polynomial det(1− ψi(T )X)|Mi(z).

Theorem 5.1.2. Notation and assumptions as in the previous paragraph, suppose there

is some very Zariski-dense set Z cl ⊂ Z ◦
1 with j(Z cl) ⊂ Z2 such that the polynomial

D1(T,X)(z) divides D2(T,X)(j(z)) in k(z)[X] for all T ∈ T and all z ∈ Z cl. Then

j induces a closed immersion ζ : Z ◦
1 ↪→ Z2, and there is a canonical closed immersion

i : X ◦
1 ↪→X2 such that the diagrams

X ◦
1

w1

""

!

" i !! X2

w2

""
W1

!

"


!! W2

and

T
φ◦1 !!

φ2 %%""
""

""
""

"
O(X ◦

1 )

O(X2)

i∗

&&#########

commute.

First we prove two lemmas.

Lemma 5.1.3. Suppose A is an affinoid algebra, B is a module-finite A-algebra, and S
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is a Zariski-dense subset of MaxA. Then

I =
⋂

m∈MaxB with mlying over some n∈S

m ⊂ B

is contained in every minimal prime p of B with dimB/p = dimA.

Proof. Translated into geometric language, this is the self-evident statement that the

preimage of S under π : SpB → SpA is Zariski-dense in any irreducible component of SpB

with Zariski-open image in SpA. !

Lemma 5.1.4. Suppose A and B are affinoid algebra, with MaxB an affinoid subdomain

of MaxA. Let A◦ be the maximal reduced quotient of A which is equidimensional of dimension

dimA. Then A◦ ⊗A B is the maximal reduced quotient of B which is equidimensional of

dimension dimA if dim B = dimA, and is zero if dimB < dimA.

Proof. Set d = dimA. The kernel of A → A◦ is the ideal I◦ = ∩p∈SpecA,cohtp=dp, so

tensoring the sequence

0 → I◦ → A→ A◦ → 0

with B yields

0→ I◦ ⊗A B → B → A◦ ⊗A B → 0

by the A-flatness of B. It thus suffices to prove an isomorphism

I◦ ⊗A B #
⋂

p∈SpecB, cohtp=d

p.

By the Jacobson property of affinoid algebras, we can rewrite I◦ as follows:

I◦ =
⋂

cohtp=d

p

=
⋂

m∈Max(A)with
m⊃pand cohtp=d

m

=
⋂

m∈Max(A)with
htm=d

m.
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Since B is A-flat, we have (I1 ∩ I2)⊗A B = I1B ∩ I2B for any ideals Ii ⊂ A, so

I◦ ⊗A B =
⋂

m∈Max(A) with
htm=d

mB

=
⋂

m∈Max(B) with
htm=d

m

=
⋂

p∈SpecB, cohtp=d

p,

and we’re done if dimB = dimA. But if dimB < dimA, then mB = B for all m ∈ Max(A)

of height d, so I◦ ⊗A B = B as desired.

Proof of Theorem 5.1.2. Set d = dimW1. First, we establish the theorem in the special

case when W1 = W2,  = id, Z ◦
1 # Z1 # Z2, and X ◦

1 # X1; we refer to this as the

narrow case. For brevity we write W = W1 and Z = Z1. As in §4.2, let C ov = {Ωi}i∈I

be an admissible affinoid covering of Z . For any Ω ∈ C ov and i ∈ {1, 2}, let TΩ,i denote

the O(Ω)-subalgebra of EndO(Ω) (Mi(Ω)) generated by the image of ψi, and let IΩ,i be the

kernel of the natural surjection

φΩ,i : T⊗Qp O(Ω) # TΩ,i.

We are going to establish an inclusion IΩ,2 ⊆ IΩ,1 for all Ω ∈ C ov. Granting this inclusion,

let IΩ ⊂ TΩ,2 be the kernel of the induced surjection TΩ,2 # TΩ,1. If Ω′ ⊂ Ω is an affinoid

subdomain, then applying −⊗O(Ω) O(Ω′) to the sequence

0 → IΩ,i → T⊗Qp O(Ω)
φΩ,i→ TΩ,i → 0

yields a canonical isomorphism IΩ,i ⊗O(Ω) O(Ω′) ∼= IΩ′,i, so applying − ⊗O(Ω) O(Ω′) to

the canonical isomorphism IΩ
∼= IΩ,2/IΩ,1 yields an isomorphism IΩ ⊗O(Ω) O(Ω′) ∼= IΩ′ .

Therefore the assignments Ω $→ IΩ glue together into a coherent ideal subsheaf of the

structure sheaf of X2 cutting out X1; equivalently, the surjections TΩ,2 # TΩ,1 glue together

over Ω ∈ C ov into the desired closed immersion.

It remains to establish the inclusion IΩ,2 ⊆ IΩ,1. Let Z reg be the maximal subset of Z

such that OZ ,z is regular for all z ∈ Z reg and the sheaves M1 and M2 are locally free after
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restriction to Z reg; since Z reg is naturally the intersection

Reg(Z )
⋂(

Z # Supp⊕d
i=1 E xti

OZ
(M1 ⊕M2,OZ )

)
,

and Reg(Z ) is Zariski-open by the excellence of affinoid algebras, Z reg is naturally a Zariski-

open and Zariski-dense rigid subspace of Z . For any T ∈ T, let Di(T,X) ∈ O(Z reg)[X] be

the determinant of 1− ψi(T )X acting on Mi|Z reg , defined in the usual way (this is why we

need local freeness). For any z ∈ Z reg, the image of Di(T,X) in the residue ring k(z)[X] is

simply Di(T,X)(z). By our hypotheses, the formal quotient

Q(T,X) = D2(T,X)/D1(T,X) =
∑

n≥0

anXn ∈ O(Z reg)[[X]]

reduces for any z ∈ Z reg ∩ Z cl to an element of k(z)[X] with degree bounded uniformly

above as a function of z on any given irreducible component of Z reg. In particular, the

restriction of an to any given irreducible component of Z reg is contained in a Zariski-dense

set of maximal ideals for sufficiently large n, and so is zero. Thus D1(T,X)(z) divides

D2(T,X)(z) in k(z)[X] for any z ∈ Z reg and any T ∈ T. This extends by an explicit

calculation with generalized eigenspaces to the same divisibility but for any T ∈ T⊗Qp k(z).

Suppose now that T ∈ T⊗Qp O(Ω) is contained in IΩ,2. Since D2(T,X)(z) = 1 for any

z ∈ Ω∩Z reg, the deduction in the previous paragraph shows that D1(T,X)(z) = 1 for any

z ∈ Ω ∩Z reg. But then

φ1(T ) ∈
⋂

x∈SpTΩ,1 withπ(x)∈Ω∩Z reg

mx ⊆
⋂

p∈SpecTΩ,1, cohtp=d

p = 0,

where the middle inclusion follows from Lemma 5.1.3 and the rightmost equality follows

since TΩ,1 is reduced and equidimensional of dimension d by assumption. This establishes

the narrow case.

It remains to establish the general case. By the hypotheses of the theorem, j(Z cl) ∈
j(Z ◦

1 )∩Z2, so j induces the closed immersion ζ : Z ◦
1 ↪→ Z2 by the Zariski-density of Z cl in

Z ◦
1 . Let X

′

2 denote the fiber product X2 ×Z2,ζ Z ◦
1 ; note that X ′

2 is the eigenvariety asso-

ciated with the eigenvariety datum D′
2 = (W1,Z ◦

1 , ζ∗M2,T, ζ.ψ2), and there is a canonical

closed immersion i′ : X ′
2 ↪→X2 by construction. For Ω ⊆ Z1 an affinoid open we define an
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ideal J (Ω) ⊂ TΩ,1 by the rule

J (Ω) =





TΩ,1 if dimTΩ,1 < d
⋂

x∈SpTΩ,1,htmx=d mx if dimTΩ,1 = d.

By Lemma 5.1.4 the ideals J (Ω) glue into a coherent ideal sheaf J ⊂ OX1 . The support of

OX1/J in Z1 is exactly Z ◦
1 , and in fact the closed immersion cut out byJ is exactly the

core of X1. In particular, the core of X1 is the eigenvariety associated with the (somewhat

tautological) eigenvariety datum D◦
1 =
(
W1,Z ◦

1 ,π∗
(
M †

1 ⊗OX1
OX1/J

)
,T,ψmodJ

)
.

The narrow case of Theorem 5.1.2 applies to the pair of eigenvariety data D◦
1 and D′

2,

producing a closed immersion i′′ : X ◦
1 ↪→ X ′

2 , and the general case follows upon setting

i = i′ ◦ i′′. !

From Theorem 5.1.2, it’s easy to deduce the following more flexible interpolation theo-

rem.

Theorem 5.1.5. Suppose we are given two eigenvariety data Di = (Wi,Zi,Mi,Ti,ψi)

for i = 1, 2, together with the following additional data:

i) A closed immersion  : W1 ↪→ W2.

ii) An algebra homomorphism σ : T2 → T1.

iii) A very Zariski-dense set Z cl ⊂ Z ◦
1 with j(Z cl) ⊂ Z2 such that D1(σ(T ),X)(z)

divides D2(T,X)(j(z)) in k(z)[X] for all z ∈ Z cl and all T ∈ T2.

Then there exists a morphism i : X ◦
1 →X2 such that the diagrams

X ◦
1

w1

""

i !! X2

w2

""
W1

!

"


!! W2

and

O(X2)
i∗ !! O(X ◦

1 )

T2 σ
!!

φ2

$$

T1

φ◦1

$$

commute, and i may be written as a composite ic ◦ if where if is a finite morphism and ic

is a closed immersion.
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Proof. Let Dσ
1 be the eigenvariety datum (W1,Z1,M1,T2,ψ1 ◦ σ). Theorem 5.1.2

produces a closed immersion i′c : X (Dσ
1 )◦ ↪→ X (D2). The inclusion im(ψ1 ◦ σ)(T2) ⊂

imψ1(T1) ⊂ EndO(Ω)(M1(Ω)) induces a finite morphism i′f = X (D1)→X (Dσ
1 ). The ideal

subsheaf of OX (Dσ
1 ) cut out by the kernel of the composite OX (Dσ

1 ) → OX (D1) # OX (D1)◦

determines a closed immersion Y ↪→X (Dσ
1 ) fitting into a diagram

X (D1)◦

if

""

!

"

!! X (D1)
i′f

''$$$$$$$$$$

Y
!

"

i′′c

!! X (Dσ
1 )◦ !

"

!! X (Dσ
1 ),

and taking ic = i′c ◦ i′′c concludes. !

The template for applying these results is as follows. Consider a pair of connected,

reductive groups G and H over Q, together with an L-homomorphism Lσ : LG →L H

which is known to induce a Langlands functoriality map. The L-homomorphism induces

a morphism TH → TG of unramified Hecke algebras in the usual way. When G and H

are inner forms of each other, Lσ is an isomorphism, and Theorem 5.1.2 (with W1 = W2

and  = id) gives rise to closed immersions of eigenvarieties interpolating correspondences of

Jacquet-Langlands type and/or comparing different theories of overconvergent automorphic

forms. In the general case, the homomorphism X∗(T̂H) → X∗(T̂G) together with the natural

identification T (A) # X∗(T̂ )⊗Z A induces a homomorphism τ : TH(Zp) → TG(Zp), and  is

given by sending a character λ of TG to the character (τ ◦λ) · ξσ for some fixed character ξσ
of TH which may or may not be trivial. In this case, Theorem 5.1.5 then induces morphisms

of eigenvarieties interpolating the functoriality associated with Lσ. In practice, one must

carefully choose the character ξσ, compatible tame levels for G and H, and an extension of

the map on unramified Hecke algebras to include the Atkin-Lehner operators.

5.2 Refinements of unramified representations

In order to apply the interpolation theorems of the previous section, we need a systematic

way of producing sets Z cl such that M1(z) consists entirely of classical automorphic forms

for z ∈ Z cl. The key is Theorem 3.2.5 together with Proposition 5.2.1 below.

Let G # GLn/Qp, with B the upper-triangular Borel and B the lower-triangular Borel.
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In this case we may canonically parametrize L-valued characters of Ap and unramified

characters of T (Qp) by ordered n-tuples a = (a1, . . . , an) ∈ (L×)n, the former via the map

a $→ χa(up,i) = an+1−i

and the latter via the map

a $→ χa(t1, . . . , tn) =
n∏

i=1

a
vp(ti)
i .

Let π be an unramified generic irreducible representation of G = GLn defined over L,

and let r : WQp → GLn(L) be the unramified Weil-Deligne representation satisfying r #
rec(πp⊗ |det |

1−n
2 ). Let ϕ1, . . . ,ϕn be any fixed ordering on the eigenvalues of r(Frobp), and

let χσ, σ ∈ Sn be the character of Ap defined by Ap(ui) = p1−iϕσ(i).

Proposition 5.2.1. For every σ ∈ Sn, the module πI
p contains a nonzero vector vσ such

that Ap acts on vσ through the character χσ.

Proof. Assembling some results of Casselman (cf. §3.2.2 of (Taï12)), there is a natural

isomorphism of Λ-modules

πI ∼→ (πN )T (Zp) ⊗ δ−1
B

where t ∈ Λ acts on the left-hand side by Ut. By Theorem 4.2 of (BZ77) and Satake’s

classification of unramified representations, we may write π as the full normalized induction

π = IndG
B
χ

where χ is the character of T associated with the tuple (p
1−n

2 ϕσ(n), . . . , p
1−n

2 ϕσ(1)). By

Frobenius reciprocity, there is an embedding of T -modules

L(χδ
1
2

B
) ↪→ (IndG

B
χϕ)N ,

so L(χδ
− 1

2

B
) ↪→ πI , and χσ = χδ

− 1
2

B
upon noting that δ

− 1
2

B
corresponds to the tuple (p

1−n
2 , . . . p

n−1
2 ).

!
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5.3 Some quaternionic eigencurves

Fix a squarefree positive integer δ ≥ 2, a positive integer N prime to δ, and a prime p with

p ! Nδ. Let D be the quaternion division algebra over Q ramified at exactly the finite places

dividing δ, and ramified or split over R according to whether δ has an odd or even number

of distinct prime divisors. Let G be the inner form of GL2/Q associated with D, and let

XD be the eigenvariety X i
G(N)0 as defined in §4.2, where i = 0 or 1 according to whether D

is ramified or split at infinity. Let X be the eigenvariety X 1
GL2/Q(Nδ)0. The eigenvarieties

X and XD are both unmixed of dimension one.

Theorem 5.3.1. There is a canonical closed immersion ιJL : XD ↪→ X interpolating

the Jacquet-Langlands correspondence on non-critical classical points.

Proof. Let M † and M †
D be the sheaves of automorphic forms carried by the eigenvarieties

X and XD, respectively. Let Z ncc ⊂ (W × A1)(Qp) be the set of points z = (λ,α−1)

with λ ∈ W (Qp) of the form λ(x) = xk, k ∈ Z≥1, and with vp(α) < k + 1. For any

z ∈ Z ncc Theorem 3.2.5 together with the classical Eichler-Shimura isomorphism induces

an isomorphisms of Hecke modules

M †(z) # (Sk+2(Γ1(Nδ) ∩ Γ0(p))⊕Mk+2(Γ1(Nδ) ∩ Γ0(p)))Up=ι(α)

and

M †
D(z) #

(
SD

k+2(Γ1(N) ∩ Γ0(p))2
)Up=i(α)

.

Let Z cl be the set of points z ∈ Z ncc for which M †
D(z) is nonzero. The set Z cl forms a

Zariski-dense accumulation subset of Z ◦
1 , and D1(T,X)(z) divides D2(T,X)(z) in k(z)[X]

for any z ∈ Z cl by the classical Jacquet-Langlands correspondence. Theorem 5.1.2 now

applies.

5.4 A symmetric square lifting

Let C0(N) be the cuspidal locus of the Coleman-Mazur-Buzzard eigencurve of tame level

N . Given a non-CM cuspidal modular eigenform f ∈ Sk(Γ1(N)), Gelbart and Jacquet
constructed an cuspidal automorphic representation Π(sym2f) of GL3/Q characterized by
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the isomorphism

ιWD(sym2Vf,ι|GQ$
) # rec

(
Π(sym2f)# ⊗ |det |−1

#

)

for all primes '. We are going to interpolate this map into a morphism iGJ : C ncm
0 (N) →X ,

where C ncm
0 (N) is the Zariski-closure inside C0(N) of the classical points associated with

non-CM eigenforms and X is an eigenvariety arising from overconvergent cohomology on

GL3.

To construct the portion of the eigencurve we need, set G = GL2/Q and T1 = TG(K(N)).
The eigencurve C0(N) arises from an eigenvariety datum D′

1 = (W1,Z1,M1,T1,ψ1) with

W1 = Homcts(Z×
p ,Gm), Z1 the Fredholm series of U4

p acting on cuspidal overconvergent

modular forms of tame level N , and M1 the natural spreading out of overconvergent cuspidal

modular forms of tame level N . Let I ⊂ OC0(N) be the coherent ideal sheaf cutting out the

closed immersion C ncm
0 (N) ↪→ C0(N), and set D1 = (W1,Z1,M1⊗OZ

π∗(OC0(N)/I ),T1,ψ),

so C ncm
0 (N) arises from the eigenvariety datum D1. The eigencurve C ncm

0 (N) is unmixed of

dimension one. For any eigenform f ∈ Sncm
k+2(Γ1(N)) and α either root of the Hecke polyno-

mial X2 − af (p) + pk+1ε(p), we define φf,α : T1 → Qp as the eigenpacket associated with

the point xf,α ∈ C0(N). We normalize the weight map C0(N) → W1 so that for f a classical

cuspidal eigenform of weight k + 2 whose nebentype has p-part ε, w(xf ) corresponds to the

character t $→ tkε(t).

Now take H = GL3/Q and T2 = TH(K(N2)). Let D2 be the eigenvariety datum from

Definition 4.3.2, with X = XH(K(N2)) the associated eigenvariety.

Theorem 5.4.1. Under the hypotheses above, there is a morphism iGJ : C ncm
0 (N) →X

interpolating the symmetric square lift on classical points.

Let  : W1 ↪→ W2 be the closed immersion sending a character λ to the character
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(λ)(t1, t2, t3) = λ(t21t2). Let σ : T2 → T1 be the map defined on generators by

σ(T#,1) = T 2
# − 'S#,

σ(T#,2) = T 2
# S# − 'S2

# ,

σ(T#,3) = S3
# ,

σ(Up,1) = U2
p ,

σ(Up,2) = U2
p Sp,

σ(Up,3) = S3
p .

Lemma 5.4.2. If f ∈ Sncm
k+2(Γ1(N)) has nebentype εf and X2 − af (p)X + pk+1εf (p)

has a root α with vp(α) < k+1
4 , then Π(sym2f) contributes to H∗(K(N2),L(2k,k,0)), and

H∗(K(N2),D(2k,k,0)) contains a nonzero vector v such that every T ∈ T2 acts on v through

the scalar (φf,α ◦ σ)(T ).

Proof. Fix f and α as in the lemma, and let λ be the highest weight (2k, k, 0). A

calculation with the local Langlands correspondence then shows that Π(sym2f)# has con-

ductor at most '2v$(N). Since f is non-CM, Π(sym2f) is cuspidal. The Hecke module

Π(sym2f)K(N2)I occurs in H∗(K(N2),Lλ) by the Gelbart-Jacquet lifting and the calcula-

tions in (Clo90). At primes ' ! Np, Π(sym2f)# is unramified, and T#,i acts on the unramified

line via the scalar (φf ◦ σ)(T#,i). A simple calculation using Proposition 5.2.1 shows that

Π(sym2f)K(N2)I contains a vector on which Ap acts through the character associated with

the tuple (p−2β2, p−1αβ,α2), so there is a vector v′ in the Π(sym2f)-isotypic component

of H∗(K(N2)I,Lλ) such that the 0-action of Ap is given by the character associated with
the tuple (α−2εf (p)2, εf (p),α2). In particular, Up acts on v′ through the scalar α4ε(p). By

Proposition 3.2.5, the integration map iλ : H∗(Kp,Dλ) → H∗(Kp,Lλ) is an isomorphism

on the subspace where Up acts with slope < k + 1, so v = i−1
λ (v′) does the job. !

Now we take Z cl to be the set of points in Z1 of the form (λ,α−1), where λ is a

character of the form λ(x) = xk, k ∈ Z≥3 and α satisfies vp(α) < k+1
4 . This is a Zariski-

dense accumulation subset of Z1. By Coleman’s classicality criterion, there is a natural

isomorphism M1(z) # Sncm
k+2(Γ1(N) ∩ Γ0(p))Up=ι(α) of T1-modules, so Theorem 5.1.5 now

applies, with the divisibility hypothesis following from Lemma 5.4.2. We thus conclude. !

It’s not hard to show that the image of iGJ is actually a union of irreducible components

of X 0.
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5.5 A Rankin-Selberg lifting

Let f and g be a pair of level one holomorphic cuspidal eigenforms of weights kf + 2, kg + 2

with associated Galois representations Vf,ι and Vg,ι. By a deep theorem of Ramakrish-

nan (Ram00), there is a unique isobaric automorphic representation Π(f ⊗ g) of GL4(AQ)

characterized by the equality

rec#

(
Π(f ⊗ g)# ⊗ |det |−

3
2

#

)
# ιWD(Vf,ι ⊗ Vg,ι|GQ$

)

for all primes '. We are going to interpolate the map (f, g) $→ Π(f ⊗ g) into a morphism

of eigenvarieties C0 × C0 →X , where C0 denotes the cuspidal locus of the Coleman-Mazur

eigencurve and X denotes an eigenvariety associated with overconvergent cohomology on

GL4/Q.

Set G = GL2/Q, T1 = TG(K(1)) ⊗ TG(K(1)), and W1 = Homcts(Z×
p × Z×

p ,Gm); we

regard an A-point of W1 as a pair of characters λ1,λ2 : Z×
p → A× in the obvious way.

The product C0 × C0 arises from an eigenvariety datum D1 = (W1,Z1,M1,T1,ψ1), where

(λ1,λ2,α−1) ∈ Z1(Qp) if and only if there exist cuspidal overconvergent eigenforms f1 and

f2 of weights λ1 and λ2 such that U4
p ⊗ U2

p − α annihilates f1 ⊗ f2.

Set H = GL4/Q, T2 = TH(K(1)), and let D2 be the eigenvariety datum from Definition

4.3.2, with X the associated eigenvariety.

Theorem 5.4.1. Under the hypotheses above, there is a morphism iRS : C0 × C0 → X

interpolating the Rankin-Selberg lift on classical points.

Let  : W1 ↪→ W2 be the closed immersion defined by sending a character λ ∈ W1 to the

character

(λ)(t) = (t1t2)
−1λ1(t1t2)λ2(t1t3), t = diag(t1, t2, t3, t4) ∈ TH.
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Define a map σ : T2 → T1 on generators by

σ(T#,1) = T# ⊗ T#,

σ(T#,2) = S# ⊗ T 2
# + T 2

# ⊗ S# − 2'S# ⊗ S#,

σ(T#,3) = '−1S#T# ⊗ S#T#,

σ(T#,4) = '−2S2
# ⊗ S2

#

σ(Up,1) = Up ⊗ Up,

σ(Up,2) = U2
p ⊗ Sp,

σ(Up,3) = UpSp ⊗ Sp,

σ(Up,4) = S2
p ⊗ S2

p

Let (f, g) be an ordered pair as above with kf − 1 > kg > 0. Set λ = λ(f ⊗ g) : (x1, x2) $→
x

kf

1 x
kg

2 ∈ W1. Let αf ,βf be the roots of the Hecke polynomial X2 − af (p)X + pkf+1, and

likewise for g.

Lemma 5.5.2. The module Π(f ⊗ g)Ip contains a vector v on which Ap acts through

the character associated with the tuple (p−3βfβg, p−2βfαg, p−1αfβg,αfαg); in particular, Up

acts via the scalar p2kg+kf−1α4
fα

2
g.

Proof. This is a direct consequence of Proposition 5.2.1, together with the characteriza-

tion of Π(f ⊗ g) given above. !

Lemma 5.5.3. If αf and αg satisfy vp(α4
fα

2
g) < min(kf−kg, kg+1), then H∗(K(1),Dj(λ))

contains a nonzero vector v such that every T ∈ T2 acts on v through the scalar (φf,αf
⊗

φg,αg )(σ(T )).

Proof. Dominance of j(λ) is obvious, so Π(f ⊗ g) is cohomological in the weight j(λ).

For primes ' ! p, Π(f ⊗ g)# is unramified and T#,i acts on the unramified line via the scalar

(φf,αf
⊗ φg,αg )(σ(T#,i)).

Next, recall that the 0-action of Ap on Π(f ⊗ g)Ip is simply the usual action rescaled

by λ(1, p, p2, p3)−1, and λ corresponds to the highest weight (kf + kg − 1, kf − 1, kg , 0), so

λ(1, p, p2, p3)−1 = p1−2kg−kf . In particular, Π(f ⊗ g)Ip contains a vector on which Up acts

through the scalar α4
fα

2
g by Lemma 5.5.2. Writing κ = min(kf − kg, kg + 1), the integration

map ij(λ) induces an isomorphism

H∗(K(1),Dj(λ))<κ
∼→ H∗(K(1),Lj(λ))<κ,
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and the target contains a vector satisfying the claim of the theorem. !

Finally, we take Z cl to be the set of points in Z1 of the form (λ1,λ2,α−1) where λ1(x) =

xk1 and λ2(x) = xk2 with ki ∈ Z and 0 < k2 < k1−1, and α satisfies α < min(k1−k2, k2+1).

This is a Zariski-dense accumulation subset, and Theorem 5.1.5 applies with the divisibility

hypothesis following from Lemma 5.5.3. This proves Theorem 5.5.1. !



Chapter 6

A modularity conjecture for

trianguline Galois representations

6.1 The conjecture

Fix a prime p, and let L/Qp be a finite extension. Let V be a continuous representation

of GQ on a finite-dimensional L-vector space such that V |GQ$
is unramified for all but

finitely many primes. When V |GQp is potentially semistable, a fundamental conjecture

of Langlands, Clozel, and Fontaine-Mazur predicts the existence of an automorphic repre-

sentation π # ⊗′
#π# of GLn(AQ) such that π# ⊗ |det |

1−n
2

# matches WD(V |GQ$
) under the

local Langlands correspondence for all primes '. By the theory of Eisenstein series, there

is no loss in formulating this conjecture for V which are absolutely irreducible, in which

case the predicted π should be cuspidal. If the representation V is regular, π will be visible

in the cohomology of a local system. More precisely, suppose the Hodge-Tate weights of

V |GQp are k1 < k2 < · · · < kn, and let Lλ be the GLn-representation of highest weight

(kn + 1 − n, kn−1 + 2 − n, . . . , k1). Let N be the conductor of V , and let Tcl
λ (N) be the

commutative subalgebra of

EndC (H∗(Y (K1(N)),Lλ(C)))

generated by the Hecke operators T#,i for 1 ≤ i ≤ n and primes ' ! N . For any isomorphism

ι : L
∼→ C, the Fontaine-Mazur-Langlands conjecture asserts the existence of a C-algebra

61
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homomorphism φV : Tcl
λ (N) → C such that the equality

ιdet(X · Id− Frob#)|V =
n∑

i=0

(−1)i'
i(i−1)

2 φV (T#,i)X
n−i in C[X]

holds for all ' ! pN , where Frob# denotes a geometric Frobenius at '.

In this chapter we formulate a generalization of the above conjecture encompassing all

trianguline Galois representations. On the one hand, if V |GQp(ζ
pj ) is semistable for some

j, V is trianguline; on the other hand, most trianguline representations aren’t even Hodge-

Tate. In light of this, any such conjecture must go beyond finite-dimensional local systems.

Perhaps unsurprisingly, we formulate a conjecture relating trianguline Galois representations

with eigenclasses in overcovergent cohomology. In the setting of conjugate-self-dual Galois

representations and unitary group eigenvarieties, an analogous conjecture is formulated in

(Hel12).

To state the conjecture precisely, we need to recall some concepts from p-adic Hodge
theory (for a nice introduction to this circle of ideas, see (Ber11)). Let R = RL be the

subring of L[[X,X−1]] consisting of series which converge on some open annulus r < |X|p <

1.1 Set Γ = Gal(Qp(ζp∞)/Qp), and let χ : Γ
∼→ Z×

p be the cyclotomic character.2 The

formulas (ϕ · f)(X) = f ((1 + X)p − 1) and (γ · f)(X) = f
(
(1 + X)χ(γ) − 1

)
for γ ∈ Γ

define commuting actions on R. A (ϕ, Γ)-module of rank n is a free R-module D of rank

n equipped with commuting R-semilinear actions of ϕ and Γ, such that the matrix of ϕ

lies in GLn(R) for some basis of D. A (ϕ, Γ)-module is étale if it admits a basis for which

the matrix of ϕ lies in GLn(R∩OL[[X,X−1]]). By work of Berger, Fontaine-Wintenberger,

Cherbonnier-Colmez, and Kedlaya, there is an equivalence of categories between continuous

L-linear GQp-representations and étale (ϕ, Γ)-modules. If V is a representation of GQp , we

denote its associated (ϕ, Γ)-module by D(V ).3 The functor V $→ D(V ) can be realized

explicitly á la Fontaine: there is a ring B
†
rig equipped with commuting actions of GQp and

an operator ϕ such that

D(V ) =
(
V ⊗Qp B

†
rig

)Gal(Qp/Qp(ζp∞ ))
.

1Throughout this chapter we tacitly enlarge L whenever convenient; in Berger’s terminology, we make
no distinction between “trianguline” and “split trianguline” representations.

2We shall occasionally regard χ as a character of GQ in the obvious way.
3This functor is often denoted D

†
rig(V ) in the literature.
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As a simple but crucial example of this correspondence, there is a bijection between rank one

(ϕ, Γ)-modules and continuous characters δ : Q×
p → L×: the character δ corresponds to the

rank one (ϕ, Γ)-module R(δ) with ϕ and Γ acting on a basis element eδ by ϕ(eδ) = δ(p)eδ

and γ(eδ) = δ(χ(γ))eδ . The (ϕ, Γ)-module R(δ) is étale if and only if δ(p) ∈ O×
L , in which

case R(δ) corresponds to the character of GQp whose restriction to WQp is Art−1
Qp
◦ δ. Any

δ may be decomposed uniquely as µδ(p)δ(x0) where µα(x) = αvp(x) and x0 = x|x|p.
Given a continuous n-dimensional GQp-representation V , an ordered n-tuple δ = (δ1, . . . , δn)

of continuous characters δi : Q×
p → L× is a parameter of V if D(V ) admits a filtration

0 = Fil0 ⊂ Fil1 ⊂ · · · ⊂ Filn = D(V )

by (ϕ, Γ)-stable free R-direct summands such that Fili/Fili−1 # R(δi) for 1 ≤ i ≤ n. Let

Par(V ) denote the set of parameters of V . Note that a given representation V may not

admit any parameters at all.

Definition 6.1.1 (Colmez). A GQp-representation V is trianguline if Par(V ) is

nonempty.

The most well-studied trianguline representations are the nearly ordinary representa-

tions, in which case V itself admits a GQp-stable full flag 0 = V (0) ⊂ V (1) ⊂ · · · ⊂ V (n) = V

such that Fili = D(V (i)); a parameter δ gives a nearly ordinary structure on V if and only

if δi(p) ∈ O×
L for 1 ≤ i ≤ n. However, most trianguline representations are irreducible qua

Galois representations.

Let G = GLn/Q, with T the standard diagonal maximal torus. Given an n-dimensional

trianguline representation V with δ ∈ Par(V ), define a character λ(δ) : T (Zp) → L× by

the formula

λ(δ)(t1, . . . , tn) =
n∏

i=1

δn+1−i(t
−1
i )ti−n

i .

As in §4.6, let Tλ(N) be the finite-slope Hecke algebra of weight λ and level K(N).

Conjecture 6.1.2. Let V be a continuous n-dimensional L-linear representation of GQ

which is odd, absolutely irreducible, unramified almost everywhere, and trianguline at p, with

prime-to-p Artin conductor N . Then for any parameter δ ∈ Par(V ), there is a finite-slope
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eigenpacket φV,δ : Tλ(δ)(N) → L such that

det (X · Id− Frob#) |V =
n∑

i=0

(−1)i'
i(i−1)

2 φV,δ(T#,i)X
n−i in L[X]

for all primes ' ! Np, with φV,δ(up,i) = δi(p) for 1 ≤ i ≤ n.

Hard evidence aside, there are certain suggestive similarities between the Galois and

automorphic sides of the picture. For example, any finite-slope eigenpacket satisfies the

inequality vp(φ(Up,i)) ≥ 0, while Kedlaya’s theory of Frobenius slopes implies the inequality

vp(δ1(p)δ2(p) · · · δi(p)) ≥ 0 for any parameter of any trianguline representation.

In light of Theorem 4.3.3, the truth of Conjecture 6.1.2 for any given pair (V, δ) is

equivalent to the existence of a point xV,δ ∈ X = XGLn/Q(K(N)) with w(xV,δ) = λ(δ) such

that φX (xV,δ) satisfies the putative properties of φV,δ. This simple observation turns out to

be a powerful tool for establishing special cases of the conjecture.

Theorem 6.1.3. If p is odd and V is a two-dimensional representation such that

V |GQ(ζp) is absolutely irreducible and V |GQp is not of the form

(
η ∗
η

)

or

(
η ∗
ηχ

)

,

then Conjecture 6.1.2 is true for every parameter of V .

This theorem is almost entirely due to others, and the proof is simply a matter of
assembling their results. More precisely, under the hypotheses of Theorem 6.1.3, Emerton

proved that V is a twist of the Galois representation Vf associated with an overconvergent

cuspidal eigenform f of finite slope and some tame level Nf ; the result then follows from

work of Stevens and Bellaïche (Bel12; Ste00) showing that the Hecke data associated with

overconvergent eigenforms appears in overconvergent cohomology. The situation is most

interesting when the weight of f is an integer k ≥ 2 and Upf = αf with vp(α) > k − 1, in

which case Conjecture 6.1.2 predicts the existence of the companion form of f : a form g of

weight 2− k such that Vf # Vg ⊗χ1−k (Col96). This case also demonstrates the falsity of a

naive converse to Conjecture 6.1.2.

Theorem 6.1.4. Conjecture 6.1.2 is true for pairs (sym2Vf , δ) where Vf is the Galois

representation associated with an overconvergent cuspidal eigenform f of finite slope and

δ = (δ21 , δ1δ2, δ
2
2) with (δ1, δ2) ∈Par(Vf ).

Next we turn to an example involving crystalline representations. Quite generally, if V

is a crystalline representation, then V is automatically trianguline, and any δ ∈ Par(V )
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has the form

δ =
(
µα1x

−w1
0 , . . . , µαnx−wn

0

)

for some integers wi and scalars αi ∈ L×. Any parameter reveals a great deal about V :

the integers wi are in fact the Hodge-Tate weights of V in some fixed ordering, and the
eigenvalues of the crystalline Frobenius on Dcrys(V ) are pwiαi. Following Bellaiche and

Chenevier, we say a parameter of a crystalline representation is noncritical if w1 < w2 <

· · · < wn, and critical otherwise. Note that λ(δ) is a B-dominant weight if and only if δ is

noncritical.

Theorem 6.1.5. Let f, g be two distinct classical cusp forms of level one and weights

kf , kg. Then Conjecture 6.1.2 holds for the representation Vf,ι⊗Vg,ι and for the parameters

(
µαfαg , µαfα

−1
g

x
1−kg

0 , µαgα
−1
f

x
1−kf

0 , µα−1
f α−1

g
x

2−kf−kg

0

)

and (
µαfαg , µαgα

−1
f

x
1−kf

0 , µαfα
−1
g

x
1−kg

0 , µα−1
f α−1

g
x

2−kf−kg

0

)
,

where αf (resp. αg) denotes either root of the Hecke polynomial X2−af (p)X +pkf−1 (resp.

X2 − ag(p)X + pkg−1).

Note that if kf > kg (resp. kg > kf ), only the first (resp. second) parameters here is

noncritical, and all of these parameters are critical if kf = kg.

We end this introductory section with a refined conjecture on the structure of the smooth

GLn(Ap
f )-representation

H∗(Dλ) = lim
Kp→{1}

H∗(Kp,Dλ).

Given V as above and a prime ' ! p, let π#(V ) denote (a slight renormalization of) the generic

representation of GLn(Q#) defined over L associated with the Weil-Deligne representation

WD(V |GQ$
)Fr−ss by the construction of Breuil-Schneider (BS07); this representation satis-

fies π#(V ) ⊗ |det |
1−n

2
# # rec−1

(
WD(V |GQ$

)Fr−ss
)

if the right-hand side is generic, but in

general π#(V ) is reducible.

Conjecture 6.1.6. Notation and assumptions as in Conjecture 6.1.2, the module

HomL[GLn(Ap
f )]

(
⊗′
# 1=pπ#(V ),H∗(Dλ(δ))

)

contains a nonzero vector v such that up,iv = δi(p)v for 1 ≤ i ≤ n.
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6.2 Compatibility with Fontaine-Mazur

Let Π = Π∞⊗Πf be a cohomological cuspidal automorphic representation of GLn(AQ) with

conductor N , and choose a prime p ! N . Let VΠ,ι be the Galois representation associated

with Π in the usual sense, and suppose VΠ,ι|GQp is crystalline with

ιdet (X − ϕ) |Dcrys(VΠ,ι) = det
(
X − rec(Πp ⊗ |det |

1−n
2 )(Frobp)

)

(this is known if Π is essentially self-dual). Suppose VΠ,ι|GQp admits a parameter δ =

(µα1x
−k1
0 , . . . , µαnx−kn

0 ) such that k1 < k2 < · · · < kn. The eigenvalues of the crystalline
Frobenius on Dcrys(VΠ,ι|GQp) are simply ϕi = pkiαi. Since Πp is generic, Π

Ip
p contains a

vector v′ on which Ap acts through the character (p1−nϕn, p2−nϕn−1, . . . ,ϕ1). The weight

λ(δ) in this case is the dominant highest weight (kn + 1 − n, kn−1 + 2 − n, . . . , k1), so

up,i 0λ(δ) v′ = αiv′. But the map

iλ(δ) : H∗(K(N),Dλ(δ)) → H∗(K(N)I,Lλ(δ))

intertwines the standard Ap-action on the source with the 0-action on the target, so the

vector v predicted in the source by Conjecture 6.1.2 is compatible under this map with the

contribution of Π in the target.

6.3 Evidence for two-dimensional Galois representations

In this section we prove Theorem 6.1.3. By a simple twisting argument, we may suppose

V # Vf where f is an overconvergent cuspidal eigenform of finite slope and tame level

N . Set Df = D(Vf |GQp). We define the weight of f as the unique continuous character

w : Z×
p → L× such that detVf |IQp # w(χ−1)χ−1. Let S†

w(Γ1(N)) denote the linear span

of weight w overconvergent cuspidal finite-slope eigenforms. For any λ = (λ1,λ2) in the

GL2/Q weight space, work of Stevens (Ste00) and Bellaiche (Bel12) yields a noncanonical

injection of Hecke modules

βλ : S†

λ1λ
−1
2

(Γ1(N))⊗ λ2 ◦ (det|det |) ↪→ H1(K(N),Dλ)

where of course the right-hand side denotes overconvergent cohomology for GL2.
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Let α be the Up-eigenvalue of f , and set k = 2 + log w(1+p)
log(1+p) , so the Sen weights of Vf are

exactly 0 and k − 1. We now partition the set of overconvergent modular eigenforms f into

four types:

1a. k ∈ Z≥2 and 0 ≤ vp(α) < k − 1,

2. k ∈ Z≥1 and vp(α) = k − 1,

3a. k ∈ Z≥1 and vp(α) > k − 1,

3b. k /∈ Z≥1.

Forms of type 1 are always classical, while forms of type 3 are never classical. If f is of

type 1 or 3b, then Df has parameter

δ = (µα, µα−1ηw(x0)
−1x−1

0 )

where η = det Frobp. (See Proposition 5.2 of (Che08).) In this case the truth of Conjecture

6.1.2 follows immediately from the appearance of f in S†
w.

If f is of type 3a, then Df has parameter

δ = (µp1−kαx
1−k
0 , µα−1ηε(x0)

−1)

where w(x) = xk−2ε(x) with ε of finite order. In particular, Conjecture 6.1.2 predicts the

weight λ = (λ1,λ2) with λ1(x) = x−1ε(x) and λ2(x) = xk−1. By deep work of Coleman,

every form f of type 3a has a companion form g (Col96), namely a form of type 3b such

that Vf # Vg ⊗ χ1−k
p and αf = pk−1αg. Since (λ1λ

−1
2 )(x) = x−kε(x) is the weight of g, the

image of g under the map βλ matches the prediction of Conjecture 6.1.2 exactly.

Forms of type 2 have a companion form if and only if Vf |GQp is a direct sum of two

characters; otherwise their parameter is the same as for type 1 forms. We omit the details.

6.4 Evidence for three-dimensional Galois representations

In this section we prove Theorem 6.1.4. Notation as in the theorem, we may realize Dsym2f =

D(sym2Vf |GQp) as the R-span of symmetric tensors in Df ⊗R Df . By definition, Df has

a triangulation

0 → R(δ1) → Df → R(δ2) → 0.
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Let v1, v2 be a basis for Df with v1 spanning R(δ1). The filtration

0 ⊂ R(δ21) # SpanR(v1 ⊗ v1) ⊂ SpanR(v1 ⊗ v1, v1 ⊗ v2 + v2 ⊗ v1)

⊂ SpanR(v1 ⊗ v1, v1 ⊗ v2 + v2 ⊗ v1, v2 ⊗ v2) # Dsym2f

then exhibits (δ21 , δ1δ2, δ22) as an element of Par(sym2Vf ).

Since sym2Vf is assumed irreducible, Vf is neither reducible or dihedral up to twist, and f

defines a unique point xf ∈ C ncm
0 (N) (with notation as in §5.4). If f is as in the theorem with

f of type 1 or 3b, the eigenpacket associated with the point xV,δ = iGJ(xf ) ∈ XGL3/Q(N2)

satisfies Conjecture 6.1.2. If f is of type 3a with companion form g, we take xV,δ to be a

suitable twist of iGJ(xg).

6.5 Evidence for four-dimensional Galois representations

In this section we prove Theorem 6.1.5. Let the notation be as in Theorem 6.1.5; Df =

D(Vf |GQp) admits a triangulation

0 → R(µαf
) → Df → R(µα−1

f
x

1−kf

0 ) → 0

and likewise for Dg. Let v1, v2 be a basis for Df with v1 generating R(µαf
), and let

w1, w2 be an analogous basis for Dg. We are ready to exhibit the claimed parameters on

D(Vf ⊗ Vg) = Df ⊗R Dg. The first set corresponds to the triangulations

0 ⊂ R(µαf
)⊗R(µαg ) ⊂ R(µαf

)⊗Dg ⊂ SpanR (v1 ⊗ w1, v1 ⊗ w2, v2 ⊗ w1) ⊂ Df ⊗Dg,

and the second corresponds to the triangulations

0 ⊂ R(µαf
)⊗R(µαg ) ⊂ Df ⊗R(µαg ) ⊂ SpanR (v1 ⊗ w1, v2 ⊗ w1, v1 ⊗ w2) ⊂ Df ⊗Dg.

Having proved Theorem 5.5.1, Theorem 6.1.5 follows quickly: notation as in §5.5, we

take x = iRS(xf,αf
, xg,αg ) for δ in the first set of parameters, and x = iRS(xg,αg , xf,αf

) for δ

in the second set of parameters.



Appendix A

Some commutative algebra

In this appendix we collect some results relating the projective dimension of a module M

and its localizations, the nonvanishing of certain Tor and Ext groups, and the heights of

the associated primes of M . We also briefly recall the definition of a perfect module, and

explain their basic properties. These results are presumably well-known to experts, but they

are not given in our basic reference (Mat89).

Throughout this subsection, R is a commutative Noetherian ring and M is a finite R-

module. Our notations follow (Mat89), with one addition: we write mSupp(M) for the set

of maximal ideals in Supp(M).

Proposition A.1. There is an equivalence

projdimR(M) ≥ n⇔ ExtnR(M,N) 5= 0 for some N ∈ ModR.

See e.g. p. 280 of (Mat89) for a proof.

Proposition A.2. The equality

projdimR(M) = supm∈mSupp(M)projdimRm
(Mm)

holds.

Proof. Any projective resolution of M localizes to a projective resolution of Mm, so

projdimRm
(Mm) ≤ projdimR(M) for all m. On the other hand, if projdimR(M) ≥ n, then

Extn
R(M,N) 5= 0 for some N , so ExtnR(M,N)m 5= 0 for some m; but ExtnR(M,N)m #

Extn
Rm

(Mm, Nm), so projdimRm
(Mm) ≥ n for some m by Proposition A.1. !

69



APPENDIX A. SOME COMMUTATIVE ALGEBRA 70

Proposition A.3. For M any finite R-module, the equality

projdimR(M) = supm∈mSupp(M)sup
{
i|TorR

i (M,R/m) 5= 0
}

holds. If furthermore projdimR(M) < ∞ then the equality

projdimR(M) = sup
{
i|Exti

R(M,R) 5= 0
}

holds as well.

Proof. The module TorR
i (M,R/m) is a finite-dimensional R/m-vector space, so localiza-

tion at m leaves it unchanged, yielding

TorR
i (M,R/m) # TorR

i (M,R/m)m

# TorRm
i (Mm, Rm/m).

Since the equality projdimS(N) = sup
{
i|TorS

i (N,S/mS) 5= 0
}

holds for any local ring S

and any finite S-module N (see e.g. Lemma 19.1.ii of (Mat89)), the first claim now follows

from Proposition A.2.

For the second claim, we first note that if S is a local ring and N is a finite S-module

with projdimS(N) < ∞, then projdimS(N) = sup{i|Exti
S(N,S) 5= 0} by Lemma 19.1.iii of

(Mat89). Hence by Proposition A.2 we have

projdimR(M) = supm∈mSupp(M)sup
{
i|Exti

Rm
(Mm, Rm) 5= 0

}

= sup{i|Exti
R(M,R)m 5= 0 for some m}

= sup{i|Exti
R(M,R) 5= 0},

as desired. !

Proposition A.4. If R is a Cohen-Macaulay ring, M is a finite R-module of finite

projective dimension, and p is an associated prime of M , then htp = projdimRp
(Mp). In

particular, htp ≤ projdimR(M).

Proof. Supposing p is an associated prime of M , there is an injection R/p ↪→ M ; this
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localizes to an injection Rp/p ↪→Mp, so depthRp
(Mp) = 0. Now we compute

htp = dim(Rp)

= depthRp
(Rp) (by theCMassumption)

= depthRp
(Mp) + projdimRp

(Mp) (by theAuslander− Buchsbaum formula)

= projdimRp
(Mp),

whence the result. !

Now we single out an especially nice class of modules, which are equidimensional in

essentially every sense of the word. Recall the grade of a module M , written gradeR(M), is

the annR(M)-depth of R; by Theorems 16.6 and 16.7 of (Mat89),

gradeR(M) = inf{i|Exti
R(M,R) 5= 0},

so quite generally gradeR(M) ≤ projdimR(M).

Definition A.5. A finite R-module M is perfect if gradeR(M) = projdimR(M) < ∞.

Proposition A.6. Let R be a Noetherian ring, and let M be a perfect R-module, with

gradeR(M) = projdimR(M) = d. Then for any p ∈ Supp(M) we have gradeRp
(Mp) =

projdimRp
(Mp) = d. If furthermore R is Cohen-Macaulay, then M is Cohen-Macaulay as

well, and every associated prime of M has height d.

Proof. The grade of a module can only increase under localization (as evidenced by the

Ext definition above), while the projective dimension can only decrease; on the other hand,

gradeR(M) ≤ projdimR(M) for any finite module over any Noetherian ring. This proves

the first claim.

For the second claim, Theorems 16.6 and 17.4.i of (Mat89) combine to yield the formula

dim(Mp) + gradeRp
(Mp) = dim(Rp)

for any p ∈ Supp(M). The Auslander-Buchsbaum formula reads

depthRp
(Mp) + projdimRp

(Mp) = depthRp
(Rp).

But dim(Rp) = depthRp
(Rp) by the Cohen-Macaulay assumption, and gradeRp

(Mp) =

projdimRp
(Mp) by the first claim. Hence depthRp

(Mp) = dim(Mp) as desired. The assertion
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regarding associated primes is immediate from the first claim and Proposition A.4. !
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